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Dialogue systems are becoming central tools in human computer interface systems, moreover
in educational environments with social robots. The conventional approaches based on traditional
artificial intelligence techniques, have been superseded by machine learning approaches and, more
recently, deep learning. In this paper we give a view of the current state of dialogue systems,
describing the areas of application, as well as the current technical approaches and challenges.
We propose two emerging domains of application of dialog systems that may be highly influential
in the near future: storytelling and therapeutic systems.
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1 Introduction

The development of dialogue systems it’s been a topic of
remarcable interest since the very begining of the Artificial
Intelligence [19]. Dialogue systems can be divided into goal-
driven systems, such as technical support services, and goal-
free systems, such as language learning tools or computer
game characters [16]. There has been a long journey since
the first conversational system, ELIZA, considered one of the
most important chatbot dialog systems in the history of the
field [10], to the task-oriented personal assistants that are cur-
rently present in most cellphones or home controlers i.e: Siri,
Cortana, Alexa, Google Now/Home, etc. This spread of the
dialogue systems is linked to the development of a wide range
of data-driven machine learning methods have been shown
to be effective for natural language processing [15] includ-
ing the tremendous succed for large vocabulary continuous
speech recognition of Deep Neural Networks (DNNs), such as
Convolutional Neural Networks (CNNs) and Long-Short Term
Memory Recurrent Neural Networks (LSTMs) [14]. Until very
recently, most deployed task-oriented dialogue systems used
hand-crafted features for the state and action space repre-
sentations, and require either a large annotated task-specific
corpus or a large number of human subjects willing to interact
with the unfinished system. This did not only made it expen-
sive and time-consuming to deploy, it also limited its usage
to a narrow domain. Conversational systems, however, have
drawn inspiration from the use of neural networks in natu-
ral language modeling and machine translation tasks [16]. At
this point, however, it seems that a link between the two tra-
ditionaly separated system development approaches can be
achieved, where the task-oriented dialogue systems provide a
more natural interaction where there is room for small talk
and task-free dialogue. In the same fashion, latest improve-
ments open the door for more complex areas to be approached
with this dialogue systems such as therapeutical systems and
robot interfaces [6].

Intended contributionThe aim of the work in this article
is to present the state-of-the-art of dialog systems and some
ideas about their future development and new fields of ap-
plication. The contents of the paper are as follows: Section
2 discusses system architectures. Section 3 comments on the
dialog system categories. Section 4 discusses evaluation and
training issues. Finally, Section 5 discusses some future chal-
lenges.

Fig.1 Traditional Dialogue System

2 Architectures of dialogue systems
The traditional architecture for dialogue systems illustrated

in Figure 1 includes a series of system modules, each with
specific functionality [15]:

• Speech Recognizer, in charge of providing the lexical
units for the system extracting them from the voice sig-
nal,

• Language Interpreter, in charge of extracting meaning
from the stream of lexical units by Natural Language
Processing techniques,

• State Tracker, in charge of modeling the dialog state and
dynamics, it keeps track of the goal in task oriented sys-
tems and of the contextual information in task-free sys-
tems.

• Response Generator, produces the semantically grounded
response to the current input,

• Language Generator, formulates the response in correct
language constructs by Natural Language Generation
techniques, and

• Speech Synthesizer generates a recognizable voice signal
for the communication with the human side.

Obviusly, the Speech Recognizer and Speech Synthesizer mod-
ules have meaning in voice-based dialog systems. Text based
dialog systems do not need them. Each of these modules can
be tackled with as an independent problem, hence they have
been approached using different techniques. This variety is
evident in the list of examples in Table 1. Speech Recogni-
tion advances due the renew interest in Neural Network are
exemplified by [8], or the review in [1]. Deep Neural Networks
have been also influential in Language Interpretation [13] and
Response Generation [11, 17, 12]. State tracking has been
addressed from many sides with a variety of techniques [9].
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Fig.2 End-to-end Dialogue System [13]

2.1 End-to-end dialog systems
In recent years the so-called end-to-end dialogue system ar-

chitectures have become popular and so, some modules, or
even all of them, have been collapsed into a unique module
of Response Generator, as illustrated in Figure 2. Those sys-
tems, mostly based on neural networks, have shown promising
results on several dialogue tasks [15]. The main difference be-
tween the classical approach and the end-to-end approach is
the emphasis on data driven system construction. While the
classical approach is much handcrafted and introduces a pri-
ori assumptions and design restrictions in all the modules, via
specific computational models, the end-to-end approach as-
sumes that the whole architecture can be induced from the
data via learning algorithms [4, 3]. This shift has been possi-
ble because of the success of Deep Learning Neural Network
approaches [7]. There are two main categories of end-to-end
dialog approaches [15], on one hand those that searche in a
dataset of fixed possible responses, and on the other hand
those that select the utterance that maximizes the posterior
distribution over all possible utterances. The second approach
allows more dynamic responses, as the response generation can
be decomposed to the word level.

3 Dialog system categories
There are two basic categories of dialog systems:
• Task oriented systems: these systems have some specific

goal that is to be achieved through the dialog interac-
tion. The assistant systems are designed to help search
for specific information items. One consequence is that
the iteration always reaches a termination state if the
user achieves its goals.

• Conversational systems: these task-free systems have not
a specific goal, so that iteration can evolve indefinitely,
though it is expected that the iterations would produce
some evolution of both the user and the cyber-side agent.

3.1 Task oriented dialogue systems
These are the most useful applications of dialog systems:

personal assistants where the system needs to understand a
request from the user and complete the related task within a
limited number of dialogue turns. They are typically designed
according to a structured ontology (or a database schema),
which defines the domain that the system can talk about[20].
Getting the info is usually achieved using slot-filling, where
a dialogue state is a set of slots to be filled during dialoge
[3]. However, this system is inherently hard to scale to new
domains as it has to be had all features and slots that might be
needed manually encoded [3]. Task oriented systems are often
designed to carry out some information retrieval dialog [10],
such as looking for the nearest restaurant, or to coordinate
events, such as planning an appointment or a date.

This kind of systems have beneficed less of the end-to-end
architecture and Machine Learning approaches, that do not
make assumptions over the domain or dialog state structure
[3], because those methods cast the dialogue problem into one
of supervised learning, predicting the distribution over possi-
ble next utterances given the discourse so far. The supervised

learning framework does not account for the intrinsic planning
problem that underlies dialogue, i.e. the sequential decision
making process, which makes dialogue consistent over time
[19].

3.2 Conversational dialogue systems
Conversational aka open dialogue systems try to produce

meaningful and coherent responses in the framework of a dia-
logue history. They have applications ranging from technical
support services, to language learning and entertainment, such
as playing games with robots [6]. Approaches to build conver-
sational architectures fall into two classes: rule-based systems
and corpus-based systems [10]. The rule based systems cor-
respond to the early attemps. such as the famous ELIZA
system, where rules were handcrafted following some a priori
hints about the desired behavior of the system. On the other
hand, corpus-based approaches learn the system structure and
parameters from the data in the corpus, making strong use
of machine learning and other learning approaches, mining
human-to-human conversations, or the human responses ex-
tracted from human-machine conversations [10]. Most either
rule-based or corpus-based chatbots tend to do very little mod-
eling of the conversational context. Instead they tend to focus
on generating a single response turn that is appropriate given
the user’s immediately previous utterance. For this reason
they are often called response generation systems [10]. Given
the lack of precise goals, the conversational systems can be
formulated as sequence-to-sequence transductors (SEQ2SEQ).
However the SEQ2SEQ models tend to generate generic re-
sponses, which closes the conversation, or become stuck in an
infinite loop of repetitive responses [11].

The most recent computational models used to build the
conversational systems are generative models, such as the hi-
erarchical recurrent encoder-decoder (HRED) [16, 17], a kind
of Recurrent Neural Networks (RNN) modeling the posterior
of the next word in the sequence from the past context by
using two contexts, that of the past words and that of the
queries performed by the user. The encoder RNN maps each
utterance to an utterance vector modeling the hidden state
at both contexts, while the decoder RNN models the proba-
bility distribution of the utterances conditional to the hidden
state. Utterance generation is achieved sampling the posterior
probability density.

4 Evaluation and training
System evaluation and training are closely related issues,

because the quality measure used for evaluation may be used
for training, and the resources employed for evaluation are
closely related to the resources employed for training. Some
approaches to evaluation use quality measures developed for
machine translation systems, such as the bilingual evaluation
understudy (BLEU), assuming that the dialog process is akin
to a translation process, between the system generated re-
sponses and the natural ones from humans. Other use the
word perplexity measure [16] from probabilistic word model-
ing. This approach requires big corpora often unavailable for
conversational dialogue systems, and scarce for task oriented
systems. Most of the corpora available for dialog system train-
ing and tuning come from very specific domains (e.g chats
about technical problems such as the Ubuntu IRC chats, or
restaurant/movie picking) or were designed for other purposes
such as automatic speech recognition system training [15].

Due to the lack of corpora containing precise desired re-
sponses for the supervised training of the systems, a natural
trend is to resort to Reinforcement Learning (RL) approaches
[12, 19, 21], which only require rewards at some point in time,
such as the succesful task achievement or some negative re-
wards when the task-free dialog becomes senseless. The scien-
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tific community has turned towards the RL to train and eval-
uate the dialogue systems since it offers the possibility to treat
dialogue design as an optimisation problem, and because RL-
based systems can improve their performance over time with
experience [5] following a life-long learning approach. How-
ever, training dialogue policies in an efficient, scalable and
effective way across domains remains an unsolved problem
as often requires significant time to explore the state-action
space, which is a critical issue when the system is trained on-
line with real users where learning costs are expensive[21].

Reinforcemente learning approaches need some mechanism
to generate the reward function values. The natural approach
is to use human operators that provide rewards according to
some quality criteria (i.e. easy of answering, coherence, infor-
mativeness, keyword retrieval) but in general it is difficult to
extend the approach to wide open dialog systems. A way to
automate the process is to apply adversarial approaches [10]
mimicking the Turing test of indistinguishability of the ma-
chine responses from the human responses. For example in [12]
the authors use "a generator (a neural SEQ2SEQ model) that
defines the probability of generating a dialogue sequence, and
a discriminator analogous to the human evaluator in the Tur-
ing test that labels dialogues as human-generated or machine-
generated. The generator is driven by the discriminator to
generate utterances indistinguishable from human generated
dialogs. In the end the human evaluation is the gold standard
for all approaches, despite the high cost and inconvenience of
having to deal with humans in the loop.

5 Future applications and challenges.
We have tried to illustrate in Figure 3 two emerging do-

mains of application for dialog systems which we have identi-
fied as Storytelling and Therapeutics systems. Storytelling is
a hybridization of task and conversational systems with many
applications in education and entertainment. The interaction
is intended to reach the end of the plot, but it can wander
along in the path, creating diverging paths that can be cre-
ative of new situations. The paradigm of telling a tale while
allowing the audience to pose questions and/or ask the audi-
ence about their understanding of the current state of the plot
and the personages, can be translated also to the teaching of
formal concepts and personal training in specific topics in the
academic curricula. The dialog system is required to maintain
unexpected paths of dialogue and to be able to answer about
arbitrarily old states of the dialog or even previous instances
of the storytelling process. The system could be adjusted for
various degrees of freedom relative to the story and alternative
paths leading to the same conclusion of the story.

Therapeutic systems are focused on the user assuming that
there is some kind of condition that needs to be reverted or al-
leviated, which can be pathological in the clinical sense or less
dramatical. In the domain of education applications, children
showing some aspect of the autistic spectrum can be more
accesible to dialog with anthropormophic robots than with
humans. In general, the therapeutic dialog system needs to
carry out the following tasks, which may or may not corre-
spond to a specific module: diagnostic and evaluation of the
user status, selection of treatment, application and assessment
of the treatment effects.

Both kinds of innovative dialog systems share the lack or,
at best, the scarcity of the available data, because there are
no corpuses covering these situations. The model free data
drive approaches represented by Machine Learning and Deep
Neural Networks may have some difficulties dealing with the
need to explain to the medical staff the reasoning leading to
some specific treatment and the assessment of the treatment
outcomes. The lack of explicit state representation may be
an issue when trying to follow divergent paths in storytelling

Fig.3 Domains and challenges for dialog systems

or to sharing information with the medical staff. Therefore,
new hybridization of the data-driven and the classical dialog
architectures may be required.

We will be involved in the development of storytelling sys-
tems for educational purposes, specifically the support of chil-
dren with special needs in the framework of the CybSPEED
european project, where we intend to embody these dialog
systems in the Nao anthropomorphic robot.
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