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Introduction

Dendritic Computing

simple and fast

based on biology

binary class problems

based on lattice theory



Introduction

Has been proved to compute a perfect approximation to
any data distribution.

The results of cross-validation experiments give very
poor performance: high sensitivity and very low
specificity.

We attribute this to the fact that the DC learning
algorithm always tries to guarantee the good
classification of the class 1 samples.

We propose to apply a reduction factor on the size of
the hyperboxes
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Dendritic Computing 

Structure of a single output class single layer 
Dendritic Computing system



Construct a basic 
hyperbox



Hard-limiter function



Adding of dendrites  
to remove 
misclassified patterns 
of class 0 that fall 
inside this hyperbox



Dendritic Computing

Synthetic  2D dataset.

* control
O patient

The black hyperbox is 
the basis box.
The red, green and 
blue boxes – to remove 
misclassified controls



Dendritic Computing

ÅTo establish specificity and sensitivity we propose  shrinking 
the boundaries of the hyperbox.

ÅExclude the region occupied by  a misclassified item of control

Generalization for patient



Dendritic Computing

ÅTo balance specificity and sensitivity we propose  shrinking 
the boundaries of the hyperbox corresponding to each 
dendrite

ÅExclude the region occupied by  a misclassified item of control

Generalization for patient



Results on Alzheimer Detection

ÅWe defind Shrinking parameter of 
the box ʰΊ[0,1).

ÅFor each shrinking parameter we 
have performed 10 –fold cross 
validation

First row – baseline DC

The best result:
Sensitivity worse
Specificity  increase – the 
best balance  which gives 
the best Accuracy



Results on Alzheimer Detection

Å Specificity (at the bottom) – control classification:
For 0.5  increase very fast and still increase
Å Sensitivity (at the top) – patient  classification:
Shows the better results for baseline DC
Å But the Accuracy (in the middle)
Shows the best result  for  ʰҐлΦу



Conclusions

We found empirically, performing cross-validation on an
!ƭȊƘŜƛƳŜǊΩǎDisease database of features computed from
MRI scans, that a single layer neuron model endowed with
Dendritic Computing has poor generalization capabilities.

The model shows high sensitivity but poor specificity. In this
paper we have proposed a simple change in the learning
algorithm

Åthat produces a significative increase in performance in
terms of accuracy,

Åobtaining a better trade-off between sensitivity and
specificity.
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