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Introduction

How works PSO?
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Introduction

Previous stability analysis over deterministic versions (all
parameters are non-random)[1, 3].
They provide a stability analysis of the stochastic particle
dynamics.
Analysis can be carried out on the 1-D case without loss of
generality because each dimension is updated independently
from the others (linked via objective function).
Represent the particle dynamics as a nonlinear feedback
controlled system ¿?
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Particle dynamics in 1D

vt+1 = wvt + α
(l)
t

(
p(l) − xt

)
+ α

(g)
t

(
p(g) − xt

)
(1)

xt+1 = xt + vt+1 (2)

where
vt is the particle velocity and xt is the particle position at the
t-th iteration,
p(l) is the particle’s best position thus far,
p(g) is the best solution among all particles,
w is the inertia factor (not in original definition), and

α
(l)
t ∼ U [0, c1], and α

(g)
t ∼ U [0, c2], are random parameters

where c1 and c2 are constants (acceleration coefficients).
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Particle dynamics in 1D

The following statements can be derived from the particle dynamics
of (1).

1 The system dynamics are stochastic and of order two.
2 The system does not have an equilibrium point if p(g) 6= p(l).
3 If p(g) = p(l) = p is time invariant, there is a unique

equilibrium point at v∗ = 0, x∗ = p .

An equilibrium point thus exists only for the best particle whose
local best solution is the same as that of the global best solution.
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Particle dynamics in 1D

The particle dynamics associated with the best particle or
attraction point:

vt+1 = wvt + αt (p − xt)

xt+1 = xt + vt+1

where
αt = α

(l)
t + α

(g)
t , no uniform distribution but

0 < αt < (c1 + c2)

p = α
(l)
t p(l)+α

(g)
t p(g)

αt
, is time varying if p(g) 6= p(l) and

if α(l)
t and α(g)

t are random
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State-space form

yt+1 = Ayt + Bp

yt =

(
xt
vt

)
, A =

(
1− αt
αt

w
w

)
, B =

(
αt
αt

)
,

In the context of the dynamic system theory [1]:

yt is the particle state made up of its current position and velocity,
A is the dynamic matrix (or state matrix) whose properties
determine the time behavior of the particle
p is the external input used to drive the particle towards a specified
position, and
B is the input matrix that gives the effect of the external input on
the particle state.
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Particle dynamics in 1D

By treating the random variable αt as a constant
—> deterministic particle dynamics,
—> a simple time-invariant linear second-order dynamic model.

Standard results from dynamic system theory say that the time
behavior of the particle depends on the eigenvalues (both have
magnitude less than 1) of the dynamic matrix A.
The conditions for convergence are given by [1]:
w < 1 and 0 < αt < (c1 + c2) < 2 (w + 1)
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Characteristics of the particle dynamics

The stability analysis of the particle dynamics can be mapped to
the problem of absolute stability of nonlinear feedback systems,
known as Lure’s stability problem.
The stochastic particle dynamics are thus represented as a feedback
controlled dynamic system ¿?:
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Characteristics of the particle dynamics

The equations governing the dynamics in this new representation,
under the conditions of p being time invariant:

ξt+1 = Aξt + But

ξt =

(
xt − p

vt

)
yt = Cξt
ut = −αtyt

A =

(
1
0

w
w

)
B =

(
1
1

)
C =

(
1 0

)
where ut is the control input signal, and C is the output matrix.
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Characteristics of the particle dynamics
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Characteristics of the particle dynamics

(...) The linear part of the PSO system is controllable
The linear plant pair {A,B} is controllable
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Characteristics of the particle dynamics

(...) The linear part of the PSO system is observable.
The linear plant pair {A,C} is observable.
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Stability Analysis

The passivity idea and the Lyapunov stability idea are combined to
analyze the Lure stability problem.
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Passive system
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Lyapunov stability
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Lure stability problem
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Discrete-time positive real lemma
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Stability analysis

(...)
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Stability analysis

The equilibrium point at the origin represents the particle
position reaching the minimum location with zero velocity.
Lyapunov stability results give only sufficient conditions and,
hence, can be very conservative.
Violation of the stability conditions do not imply instability,
rather that stability cannot be guaranteed.
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Stability analysis

The maximum gain that gives sufficient guarantees for the stability
of particle dynamics decreases with the increase in inertia factor
when it is positive. This is in contrast to the previous results
derived under nonrandom constant gain assumptions where the
maximum gain increased with the inertia factor.
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Illustrative examples

The stability analysis given in this paper can be interpreted in the
frequency domain and time domain.
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Nyquist Plot and Circle Criterion

The circle criterion when applied to the stability of particle
dynamics simply states that the Nyquist plot of the linear plant in
the feedback system representation should lie to the right side of
the point − (1/K) + j0 in the Z plane .

25 / 32



Introduction
Basic PSO algorithm

System Characteristics
Stability Analysis

Illustrative examples
Conclusions

Lyapunov Function and Particle Trajectories

Ideally, the choice for w is for it to lie in the region 0 < w < 1 ( as
in previous analysis).
They will determine a candidate positive definite matrix P in the
Lyapunov function for the chosen inertia factor w . Consider the
system with w = 0.8 then the system state matrix is

A =

(
1
0

0.8
0.8

)
For this case, stability requires K < 0.044. A choice of K = 0.04
that satisfies this condition but is close to the limit is made for the
analysis of this particle.
By solving for P from (29)–(31), the solutions are given by

P1 =

(
0.008
0.032

0.032
0.4372

)
P2 =

(
0.008
0.032

0.032
0.2108

)
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Lyapunov Function and Particle Trajectories

All simulations are carried out based on (1) and (2) and with initial
conditions of x = 1 and v = 0.
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Lyapunov Function and Particle Trajectories

The behavior of the particle under conditions that do not guarantee
stability
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Lyapunov Function and Particle Trajectories

The particles escape from the search region, not monotonically,
but at various times. Movement of particles outside the relevant
search region is undesirable.
To investigate the relationship of the number of times in a
simulation, the particles exceed some search region defined by a
threshold, for specific w values and varying K ; 1000 Monte Carlo
simulations for each design choice were carried out. The relevant
search region was defined as

S = {x : |x | < δ}

where δ is a threshold.
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Lyapunov Function and Particle Trajectories

Instability count: the number of simulations in which the particle
escaped the region at some time during the particle motion.
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Conclusions

They have provided a different approach to the stability
analysis of PSO with stochastic parameters.
The passivity theorem and Lyapunov stability methods were
applied to the particle dynamics in determining sufficient
conditions for asymptotic stability and, hence, convergence to
the equilibrium point.
The results are conservative (are based on the Lyapunov
function approach), and, hence, violation of these conditions
do not imply instability.
The results can be used to infer qualitative design
guidelines.
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