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Introduction

Ensemble or committee machines: a collection of base
predictors.
Construction:
Base learning algorithm over different distributions of the
training data
+ combination of the predictions from each ensemble member.
Techniques for generating ensemble machine:

Bagging (bootstrap aggregation)

Boosting

Base learning algorithms:
Neural networks

Decision trees
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Boosting and Bagging

(=) Both combine the outputs from different predictors
( �=) Permutation of training data:

Bagging takes different bootstrap samples from the original

training set and trains a predictor on each sample to build its

constituent members, which can be generated in parallel.

Boosting is a sequential algorithm, initially, a base predictor is

constructed by applying the base learning algorithm to the

training data set with equal weights assigned to each training

instance. In the subsequent iterations, the training data with

weights updated according to the performance of the

previously built base predictors are provided as the input of the

base learning algorithm.
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Boosting and Bagging

( �=) Combination of base predictors:
Bagging the final decision is constructed as combining the

predictions of each base predictor with equal weights

Boosting the final decision is formed by a weighted voting

scheme: the weight of each base predictor is determined by its

performance on the training set used to build it.
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Ensemble methods in regression

Adaboost.R: reduces regression problems to the corresponding
classification ones.
Random Forest
Adaboost.R2, Adaboost.RT
...
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Rotation forest for regression

Proposition: Rotation Forest for regression.
Benchmarks regression data sets.
Comparison with: Bagging, Random Forest and Adaboost.R2,
and a single regression tree.
Study of the sensitivity of Rotation Forest to the choice of
parameters
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Results
Pruning has some bad effect on the performance of all the
considered methods.
Rotation Forest:

Number of attributes in each subset : some influence

Ensemble size (not too small): trivial

Adaboost.R2 generally outperforms Rotation Forest and both
of them are better than Random Forest and a single tree.
There is not a clear winner between Bagging and Rotation
Forest.
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Notation

Training set of N labeled instances: L = {(xi , yi )}N
i=1 = [X Y ]

Each instance (xi , yi ), x ∈ Rn and y ∈ R
Regressors in the ensemble machine : C1,C2,...,CT

Number of base regressors: T
Attribute set : F = (X1,X2,...,Xn)

T

Number of subsets that the attribute set F should be split
into: K
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Construction of training sets
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Pseudocode of RF ensemble method
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Generalization

To achieve better generalization ability for an ensemble machine than
a single predictor, it is critical that the ensemble machine consists of
highly accurate members while at the same time disagree as much
as possible.

Accuracy: all the computed principal components are kept
and the whole training set transformed through multiplying the
rotation matrix is used to train each regressor
Diversity: PCA is only applied on a subset of the training data
set X �

i,j to obtain different principal component coefficients.
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Description

Base learning algorithm: single regression tree
Pruned and non-pruned regression trees
Comparison with Bagging, Adaboost.R2, and Random Forest
(also with base learning alg.)
Implementation: Stats package in Matlab software (v7.1)
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Datasets

The Boston Housing and Servo data are available from the UCI repository

The first three out of these data sets are synthetic Friedman_datasets

To convert discrete attributes into binary ones, each categorical attribute

was replaced by s binary ones encoded numerically as 0 and 1, where s is

the number of possible categories of the original attribute. Thus, Servo

data set finally has 19 input attributes.
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Effect of parameter M

Empirical analysis for each data set:
Number of input attributes in each subset, M = {1 : 1 : n}
Let f = 0.75 the ratio of the sample size of X �

i,j to that of Xi,j

Pruned and non-pruned regression tree as base learning
algorithm
Number of base predictors, T = 50 (for each value of M)
Performance of RF: RMSE on the test dataset averaged over
100 trials

randomly generating training, pruning and testing instances for

three synthetic sets, and

randomly split the original data set into three sets for training,

pruning and testing for the two real-world datasets.
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The averaged test RMSE versus the value of parameter M when
using non-pruned trees (left plots) and pruned trees (right plots) to
construct Rotation Forest.
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Comparison with other methods

Comparison with: Bagging, Random Forest and Adaboost.R2, and
a single regression tree.

1 Dependence of the performance on the number of base
regressors

2 How well the ensemble methods perform on the given datasets

Ana I. González Acuña Rotation Forest to improve regressors



Introduction
Rotation Forest regressor ensemble method

Experimental studies
Conclusions

Description and Datasets
Effect of parameter M
Comparison with other methods

Dependence on the number of base regressors

Comparison with: Bagging, Random Forest and Adaboost.R2, and
a single regression tree.

50 non-pruned and pruned regression trees to construct each
ensemble
the test RMSE was registered at every time that a tree was
added into each ensemble
100 runs through randomly generating or splitting the
experimental data
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The dependence of the test RMSE averaged over 100 runs on the

number of non-pruned trees (left plots) and pruned trees (right plots)

that were used to construct the ensembles.

Ana I. González Acuña Rotation Forest to improve regressors



Introduction
Rotation Forest regressor ensemble method

Experimental studies
Conclusions

Description and Datasets
Effect of parameter M
Comparison with other methods

The dependence of the test RMSE averaged over 100 runs on the

number of non-pruned trees (left plots) and pruned trees (right plots)

that were used to construct the ensembles.
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Performance of ensemble methods

For each combination of the data set, the base learning
algorithm and the ensemble construction method, we took 10
regression trees to construct an ensemble
Evaluation with RMSE computed on the test set
Three synthetic data sets: 100 times through randomly
generating data in three sets used for training, pruning and
testing.
Boston Housing and Servo data sets: 100 times through
randomly splitting the data into three sets used for training,
pruning and testing.
Calculate average and standard deviation of these 100 test
RMSEs.
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one-tailed paired t test
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Another comparison: Scoring Matrix
the scoring matrix gives the average relative performance
(expressed in %) of one procedure over another procedure for
the considered data sets.
SMi ,j the average performance of the ith method (labeled in
row) over the jth method (labeled in column):

where N is the number of data sets
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Conclusions

Results
Pruning has some bad effect on the performance of all the
considered methods.
Rotation Forest:

Number of attributes in each subset : some influence

Ensemble size (not too small): trivial

Adaboost.R2 generally outperforms Rotation Forest and both
of them are better than Random Forest and a single tree.
There is not a clear winner between Bagging and Rotation
Forest.
Further work: Rotation Forest with neural network as base
learning algorithm
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