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Abstract

This review aims to summarize spatio-temporal pattern analysis approaches for crime analysis. Spatio-temporal pattern analysis is a process that obtains knowledge from geo-and-time-referenced data and creates knowledge for crime analysts. In practice, knowledge needs vary amongst different situations. In order to obtain relevant types of knowledge, different types of spatio-temporal pattern analysis approaches should be used. However, there is a lack of related systematic review which discussed how to obtain related knowledge from different types of spatio-temporal crime pattern. This paper summarizes spatio-temporal patterns into five major categories: (i) spatial pattern, (ii) temporal pattern, (iii) frequent spatio-temporal pattern, (iv) unusual spatio-temporal pattern and (v) spatio-temporal effect due to intervention. In addition, we also discuss what knowledge could be obtained from these patterns, and what corresponding approaches, including various data mining techniques, could be used to find them. The works of this paper could provide a reference for crime analysts to select appropriate spatio-temporal pattern analysis approaches according to their knowledge needs.
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1 Introduction

Spatio-temporal pattern analysis is a key task in crime analysis. Spatio-temporal pattern analysis is a process that extracts information and knowledge from geo-and-time-referenced data and creates knowledge for crime analysts. The basic objective of spatial crime pattern analysis is to find spatial crime patterns and then use the patterns to help identifying the root causes of the crimes. For example, if a large number of thefts occurred in a specific area, criminologists would be interested to study the environmental settings at or close to this specific area, and then the settings could provide clues to criminologists to investigate whether or not thefts occurred more often in other areas with similar environment setting. The key assumption behind spatial crime pattern analysis is that crimes would correlate with environment settings and this assumption is supported by related theories, such as environmental criminology (Brantingham and Brantingham, 1991) and broken windows theory (Wilson and Kelling, 1982). The key concept of environmental criminology suggests that environmental factors would influence criminal activity while the broken windows theory suggests that maintaining and monitoring urban environment in a well-condition may stop further serious crimes.

Many empirical studies support the existence of correlation between crimes and environmental settings. For examples, previous study (Roncek and Bell, 1981) indicated that alcohol consumption seemed to contribute to increased levels of violence. Other previous studies (Curry and Spergel, 1988; Anselin et al, 2000) indicated that crime was correlated with poverty and a lack of social control, but violence to be correlated with their measure of social disorganization. Moreover, spatial crime pattern analysis might take different types of spatial factors into consideration. For example, the spatial
relationship between hurricanes and crime distribution were studied in Leitner et al (2011) and Leitner and Helbich (2011).

Temporal pattern is often considered together with spatial pattern in crime analysis. The key theories behind spatio-temporal crime analysis include routine activity theory (Cohen and Felson, 1979) and rational choice theory (Cornish et al, 1986). In brief, routine activities theory suggests three necessary conditions for most crime – a motivated offender, a suitable target and the absence of a capable guardian. Rational Choice Theory believes that reasoning actor who weighs means and ends, costs and benefits, and makes a rational choice to commit crimes. Simply put, both theories indicate that crime distribution is determined by the intersection in time and space of suitable targets and motivated offenders.

Empirical studies related to near repeat victimization suggests that there is an elevated risk of burglary following an initial incident, and there are regularities in the timing and spacing of these repeats (Grubesic and Mack, 2008; Johnson et al, 1997; Johnson et al, 2007; Bowers and Johnson, 2005).

In spatio-temporal crime pattern analysis, the challenge is how to identify patterns from the dynamic interplay between space, time and crime. This is a challenge because crime patterns are considered to vary with time and location (Skogan, 1990; Loukaitou-sideris, 1999; Harries, 1999). As per Ratcliffe (2002), crime follows opportunity, it does not necessarily follow that opportunities remain constant over time. Also, opportunities are unevenly distributed across time and space, and the availability of motivated offenders and suitable targets changes for many locations throughout the day (Brantingham and Brantingham, 1984).

Many works were proposed to tackle the issues related to the interactions between spatial pattern and temporal pattern of crimes. Xue and Brown (2003) analyzed criminal
behaviors in space and time as spatial choice models, and showed that they provide efficient and accurate predictions of future crime patterns. On the other hand, Clarke (1995) showed that situational crime prevention can reduce crime by altering the environment. It aims to stop crime before they occur. Situational crime prevention can also mean improving street lighting, adding video surveillance cameras or just getting more pedestrians on the streets. Brown, Liu and Xue (2001) assumed criminal incidents were random events in space and time and a model based on transition density was suggested. It reported on the use of locations and location features of prior crimes to predict the probable areas of future crimes. Grubesic and Mack (2008) explore the utility of statistical measures for identifying and comparing the spatio-temporal footprints of different crime types. The study shows that different crime types have dramatically different spatio-temporal signatures.

In crime analysis practice, crime analysts need different types of knowledge in different situations. For examples, in one situation a crime analyst may wish to know how many thefts were occurred in the same shopping mall in last month but another situation a crime analyst may wish to know which area has the highest theft rate in last year.

In order to obtain different types of knowledge, different types of spatio-temporal pattern analysis approaches should be used. However, there is a lack of related systematic review which discussed how to obtain related knowledge from different types of spatio-temporal crime pattern. This paper summarizes spatio-temporal patterns into five major categories: (i) spatial pattern, (ii) temporal pattern, (iii) frequent spatio-temporal pattern, (iv) unusual spatio-temporal pattern and (v) spatio-temporal effect due to intervention. In addition, we also discuss what knowledge could be obtained from these patterns, and what corresponding approaches, including various data mining techniques, could be used to find them. The works of this paper could provide a useful
reference for crime analysts, criminologists and researchers to select appropriate spatio-temporal pattern analysis approaches according to their knowledge needs.

2 Spatio-temporal patterns in crime analysis

The five major categories of spatio-temporal pattern as mentioned in previous will be discussed in the following sub-sections.

2.1 Spatial pattern

Spatial events generally are not spread evenly across maps. They clump in some areas and are absent in others. Spatial pattern analysis is a process to investigate the dispersion of spatial events. Crime can form very different patterns at different scales of analysis (Brantingham et al., 1976; Lim et al., 2007; Brantingham et al., 2009). Two major types of spatial pattern, (i) hotspot and (ii) collocation and topological relationships, are summarized as follows.

- Hotspot

Hotspot is widely studied spatial crime pattern (Eck et al., 2005). Hotspot is a geographic area with higher-than-average incidences of certain events. In general, hotspot analysis finds static spatial patterns by spatial clustering.

Spatial clustering is an approach of spatial pattern analysis – it refers grouping a set of spatial events into groups according to their similarity. that is, by classifying objects into groups, or, more precisely, partitioning a data set into subsets (clusters) based on some criteria of similarity (Roddick and Spiliopoulou, 1999; Ester, Kriegel and Sander, 2001; Shekhar et al., 2003). Several clustering techniques include Point locations, Hierarchical, Partitioning, Density and Clumping techniques etc are used to find
hotspot. According to Eck et al (2005), the general techniques for discovering crime hotspots were mean center, standard deviation distance, standard deviation ellipse, and data clustering.

The history of spatial clustering can be traced back to 1850s, when Dr. John Snow performed data analysis to prove that cholera was spread by the drinking of water infected with cholera bacteria. A common approach in spatial clustering is to use geographic distance as similarity measure, it stems from a unique property in that "Everything is related to everything else but nearby things are more related than distant things" (Tobler, 1970), the concept is so called the first law of geography. A typical distance-based spatial clustering pattern is called hotspot, that is, a geographic area with higher-than-average incidences of certain events. Hotspot has a variety of applications, such as disease control (Chaikaew et al, 2009) and traffic accident analysis (Cheng and Washington, 2005).

Kernel density approaches (Rosenblatt, 1956; Parzen, 1962) is widely used to produce hotspot map. For example, the Hot Spot Detective programme (McCullagh, 2006; Ratcliffe, 2002) uses the kernel estimation approach developed in Gatrell et al (1996) to transform spatial point patterns of criminal incidents into a smooth image. Figure 1 shows an example of hotspot map created by kernel estimation approach.
Collocation and topological relationships

Other than hotspot, Collocation and topological relationships (Egenhofer, 1989; Egenhofer and Franzosa, 1991) between spatial objects (e.g. different types of crime, environmental settings, etc) are important information in spatial crime pattern analysis. For example, a crime analyst may be interested to study whether or not shop thefts are more likely to occur inside shopping malls.

A total of 242 types of topological relation between fuzzy regions were summarized in Bejaoui et al (2009). Some typical topological spatial relationships are illustrated as examples in figure 2. Based on the geometry data types such as points, lines and polygons, spatial SQL (Egenhofer, 1994) could be used to find topological spatial relationships between spatial objects.
Related data mining approaches such as collocation pattern mining (Huang et al, 2004) is proposed, the collocation pattern mining identifies groups of spatial phenomena that are related to each other by the locational frequency at which they occur in a spatial neighbourhood (Yoo and Shekhar, 2006).

### 2.2 Temporal pattern

Temporal pattern analysis is inherently more complex than spatial crime pattern analysis because temporal data could be presented and organized in different measures such as seconds, minutes, days, weeks, months, years and others. Moreover, different temporal measures could also be associated by different relationships, such as duration and interval etc.

Traditional temporal analysis aims to analyze time-series data in order to obtain relevant knowledge, meaningful patterns and other useful characteristics of the time-series data.
A time series is a sequence of data points measured typically at equal time intervals. Different temporal data mining approaches were proposed in order to deal with different knowledge needs. In general, these temporal data mining approaches are categorized (Han and Kamber, 2000) into four categories as: (i) trend analysis, (ii) similarity search, (iii) periodicity analysis and (iv) sequential mining. In addition, we also discuss another type of temporal pattern (v) evolution. Following is the discussion.

- Trend analysis

Trend analysis, such as ANOVA and Hierarchical Linear Modeling, generally refers to extracting underlying temporal patterns in long-term time series data over several years. Temporal patterns in trend analysis are usually decomposed into four movement components: (1) long term or trend movements, (2) cyclic movements (i.e. long term oscillation occurring in a time series), (3) seasonal movements (i.e. recur annually) and (4) irregular or random movements. Based on the four decomposed movement components, analysts could better study the changes of a particular topic over time.

Related patterns in trend analysis are widely discussed in crime analysis. For example, seasonal violent crime patterns in England and Wales were found in previous study (Field 1992). In crime analysis practices, traditionally regression models are widely adopted together with various trend analysis techniques in order to support temporal crime pattern analysis, i.e. in the citations between brackets (Cohen and Felson, 1979; Brown and Oxford, 2001; Greenberg, 2001; Felson and Cohen 1980).

- Similarity search

Similarity search in time-series analysis finds data sequences that differ only slightly from the given query sequence. For example, given a query sequence in figure 3, data
sequence “A” is considered as similar to the query sequence but not the data sequence “B”.

Similarity pattern could be useful in crime analysis. For example, assume a police officer found many violent crimes occurred during 1pm to 3pm in last week, the police officer may also wish to study which days in the historical time-series dataset had the similar crime pattern.

![Example of periodicity pattern](image)

**Figure 3** - Examples of periodicity pattern.

In order to conduct similarity search in time-series analysis, many techniques require data transformation, that is, to transform the data from the time domain to the frequency domain. DFT (Discrete Fourier Transform) and DWT (Discrete Wavelet
Transform) are the two most popular data-independent transformations (Wu et al., 2000).

- Periodicity analysis

Periodicity analysis search for recurring patterns in time-series databases, for example in figure 4, *Calvin sits in front of computer everyday 9:00am except weekend.* This form of data mining analysis can be organized into three categories: full periodic (e.g. vehicle theft occurs from 6:00am to 6:30pm every day!), partial periodic (e.g. vehicle theft occurs from 6:00am to 6:30pm every weekend, but such type of theft at other times do not have much regularity) or cyclic periodic (e.g. if vehicle theft occurs on Monday, it will occur again on Tuesday).

![Figure 4 - Examples of periodicity pattern.](image)

Periodicity crime pattern is a key element in the famous routine activity theory (Cohen and Felson, 1979) in crime analyses. For example, researchers correlate the hourly activities and their link to crime opportunity (Felson and Boba, 2010).

- Sequential patterns analysis
Mining sequential patterns aims to find frequently occurring patterns related to time sequences. Sequential pattern mining (Agrawal and Srikant, 1995; Srikant and Agrawal, 1996) has been widely studied to several application domains, such as stock market analysis, climate prediction, diseases control and sales forecasting (Ramirez et al, 1998; Ramirez et al, 2000). An example of a sequential pattern in crime analysis is “an offender who committed theft is likely to buy drug within one week”.

The basic concepts of mining sequential patterns were introduced and explained in Agrawal and Srikant (1995). Given a set of sequences, each sequence contains a list of elements and each element contains set of items. Based on a user-specified minimum support threshold, sequential pattern mining can find all the frequent sub-sequences whose occurrence frequency in the set of sequences in no less than the minimum support threshold.

Generalized Sequential Patterns (GSP) is more comprehensive than SP because it integrates with time constraints and relaxes the definition of transaction; also it considers the knowledge of taxonomies.

In recent years, many solutions have been proposed to improve the efficiency of sequence patterns mining process, such as SPADE algorithm (Zaki, 2001), and PrefixSpan (Han et al, 2001).

- Evolution

Evolution Rules (ER) (Wang, Yang and Muntz, 2001; Wang, Yang and Yang, 1999) intend to discover the correlation among numerical attribute evolutions. For example, an employee suspected of corruption who’s bank balances from an interval of $1,000,000 and $1,450,000 to an interval of $5,000,000 to $5,500,000, and then to an interval $6,000,000 to $6,500,000. The concern of ER is that the mined attributes must be in
numerical form, so users have to change the original narrative attributes into numerical form.

2.3 Frequent spatio-temporal pattern

Frequent spatio-temporal pattern analysis aims to study the interplay between space, time and event. Four types of spatio-temporal pattern, (i) spatio-temporal hotspot, (ii) spatio-temporal collocation and topological relationships, (iii) spatio-temporal sequence and (iv) spatio-temporal association rule are discussed as follows.

- Spatio-temporal hotspot

Spatio-temporal hotspot aims to add temporal information on spatial hotspot. A simple method of display for the temporal information of spatial crime hotspots is to combine a spatial crime hotspot map with a graphical display of aoristic signatures (Ratcliffe, 2002) as per figure 5 – an aoristic signature is a chart that shows the crime measures distributed across a complete range of study times for a hotspot.

Figure 5 – An example of crime hotspot with aoristic signature.
In addition, hotspot Matrix (Ratcliffe, 2004) was proposed to summarize spatio-temporal patterns into 3 categories of spatial cluster (i.e. dispersed, clustered and hotspot) illustrated in figure 6 and 3 categories of temporal clusters (i.e. diffused, focused and acute) illustrated in figure 7. Moreover, corresponding policing strategy was suggested for each of the situation, for example, when the situation is spatially clustered and temporally focused, police may plan to arrange more uniform vehicles and foot patrols, improve overall lighting in the area, and launch public education campaign.

**Figure 6**- Three types of spatial hotspot.

**Figure 7**- Three types of temporal hotspot.
Spatio-temporal collocation and topological patterns

Data mining techniques are able to find collocation pattern (Huang et al., 2004; Zhang et al., 2004) and topological pattern (Wang, Hsu and Lee, 2005; Hsu, Lee and Wang 2008c), that is, the intra-relationships of spatial patterns in a fixed temporal view. For example, the TopologyMiner proposed in Wang, Hsu and Lee (2005) aims to find topological patterns with temporal information within a time window, such as “There is a higher incidence of earthquake in a region during or soon after a high atmospheric pressure occurs in the nearby region.” This technique can find the intra-relationships of events within a given time window and the events found by the technique may form different patterns (i.e. star, clique, or star-clique) (figure 8). Star pattern refers to a situation that different spatial events are related to one common spatial event. Clique pattern refers to a situation that different spatial events are all related to each other. The star-clique pattern refers to a situation that one spatial event is related to a spatial event which is from a group of spatial events, and in this group of spatial events, different spatial events are all related to each other inside the group.

Figure 8- Example of topological patterns (A, B, C, D and E refer to different spatial events).
Another approach, “model-view-controller based architecture of the system” is introduced in Rao et al (2012) in order to discover the changing topological relationship among spatial objects with time. The changing topological relationship examples discussed in the paper is illustrated in figure 9.

**Figure 9-** Changing of spatio-temporal topological relationship among spatial objects from T1 to T4.

A practical application related to spatio-temporal collocation and topological relationships in crime analysis is the linkage analysis discussed in Henry and Bryan (2000). Figure 10 shows an example of linkage analysis – it indicates that the links between the locations of vehicle theft and vehicle recovered. The linkage analysis could provide knowledge to analysts about where is more likely to recover a theft vehicle.
Figure 10- Examples of linkage analysis applied for vehicle theft and recovered study.

- Spatio-temporal sequence

Spatio-temporal sequence refers to find the inter-relationships of spatial patterns in different temporal views. For examples, flow pattern mining and generalized flow pattern mining (Hsu et al, 2008a; Hsu et al, 2008b) can incorporate temporal views into spatial pattern analysis. These two approaches aim to describe (i) how one event in some area implies the occurrence of another event in a second area or, (ii) how the changes of event in one area can affect the events in another area. An example of flow pattern is shown in figure 11 – it indicates “forest fire always occurs at one region prior to the occurrence of haze in nearby region”.
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Both flow pattern mining and generalized flow pattern mining can show a sequence of eventsets (e.g. forest fire and haze in figure 2.13) sorted by time such that for any two consecutive eventsets, however, the flow pattern they rely heavily on the assumption that these events will repeat themselves in exactly the same locations, for example: from forest fire (2,2) to haze (3,3). The generalized flow pattern emphasis “relative address”, for example, forest fire always leads to haze in its North-eastern neighbours.

- Spatial association rule

Spatial association rule mining is an approach to discover association rules among spatial itemsets and possibly some non-spatial itemsets. GeoMiner (Han et al, 1997) is designed and implemented as an extension to Spatial SQL for spatial data mining – including spatial association rule mining. Temporal association rule mining (Ale and Rossi, 2000) is the approach to discover the interesting association rules which only
appear in a particular time period. Based on temporal association rule, calendar-based temporal association rules (Li et al., 2001) discovers association rules during the time intervals specified by user-given calendar schemas. However, both spatial association rule mining and temporal association rule mining cannot be used to incorporate spatial and temporal relationship together. On the other hand, Spatio-temporal association rules (STARs) concept is introduced in Verhein and Chawla (2006) that describe how objects move between regions over time.

2.4 Unusual spatio-temporal pattern

We suggest that unusual spatio-temporal pattern is extended from frequent spatio-temporal pattern. This specific category of pattern could be in different forms of frequent spatio-temporal pattern, such as hotspot, collocation and topological relation or sequence, but the occurring of this type of pattern would be determined as exceptional and unusual. Many approaches have been developed in order to determine whether or not a spatio-temporal pattern is attributable to random chance. Some of them are summarized as follows.

The typical approaches include Moran’s I, Local Geary’s C, Gi, Gi*, Point Pattern Analysis, STAC ellipses and NNI, they are used to identify the local association between an observation and its neighbours, up to a specified distance from the observation (Chainey and Ratcliffe, 2005; IACA, 2013; Eck et al, 2005).

Given a set of features and an associated attribute, Moran’s I (Moran, 1950) evaluates whether the pattern expressed is clustered (Moran’s I value near +1.0), dispersed, or random (Moran’s I value near -1.0) as per figure 12. Moreover, The Moran's I function also calculate a Z score value that indicates whether or not we can reject the null hypothesis (i.e. there is no spatial clustering). Many GIS systems, such as ArcGIS, have built-in function of Moran’s I.
Figure 12– Example of Moran’s I.

Nearest Neighbor Index (NNI) identifies if there is statistical evidence of clustering and therefore hotspots in point data. Test statistic (Z-score and P value) is used to indicate if result is statistically significant (Chainey and Ratcliffe, 2005). The NNI method is supported by many GIS systems, including the crime mapping software program, CrimeSTAT (Levine, 1996; Levine, 2008).

Gi and Gi* (Getis and Ord, 1992) compares local averages to global averages. The difference between Gi and Gi* is that Gi* includes the value of the point in its calculation while Gi excludes this value and only considers the value of its nearest neighbors against the global average (Chainey and Ratcliffe, 2005). GIS systems, such as ArcGIS, support Gi and Gi* functions.

Knox test (Knox and Bartlett, 1964) and Jacquez k-Nearest Neighbor Test (Jacquez, 1996) were employed in (Grubesic and Mack, 2008) to evaluate the spatio-temporal crime clusters in Cincinnati, Ohio. Risk-adjusted Nearest Neighbor Hierarchical Clustering (RNNH) and Support Vector Machines (SVMs) were used in Zeng et al (2004) and Chang et al (2005) to detect and evaluate the spatio-temporal crime hotspots for the Tucson city boundary. These approaches were used to test whether there is a statistically significant spatio-temporal pattern within a defined distance and time period. In addition, Scan statistics-based spatio-temporal hotspot (Naus, 1963;
Kulldorff, 1997; Kulldorff et al., 1998) (figure 13) is able to find space-time clusters and test whether an event is randomly distributed over space and time. Scan statistics-based spatio-temporal hotspot is widely used in crime analysis, epidemiology to find unusual clusters of events. For example in Hagenauer et al (2011), researchers use this technique to detect and evaluate spatio-temporal crime hotspot.

**Figure 13**- Concept of scan statistics-based spatio-temporal hotspot.

2.5 Spatio-temporal effects due to intervention

We consider that spatio-temporal effect due to intervention is a specific category of spatio-temporal pattern extended from unusual spatio-temporal pattern. A typical example of spatio-temporal effect related to policing interventions is displacement.

Displacement theory (Barr and Pease, 1990; Braga et al., 1999, Weisburd and Green, 1995b) argues that, in some cases, implementing anti-crime campaign in a particular target area does not actually prevent crime but merely shifts it to nearby areas. Many empirical studies have been conducted to evaluate displacement effects. For example, in an analysis (Braga et al., 1999) of a police crackdown in Jersey City, New Jersey,
researchers reports evidence of property crime displacement. However, more often the previous findings suggested the policing interventions cause crime diffusions. The crime diffusion is the reverse of displacement and it occurs when reductions of crime are achieved in areas that are close to the interventions, even though those areas were not actually targeted by the intervention itself (Clarke and Weisburd, 1994). In a systematic review (Bowers et al, 2011), researchers identified 2,500 studies related to spatial displacement or diffusion and selected 44 focus studies for further evaluation, they suggest there was a trend in favour of a diffusion of benefit. Other then these positive and negative unintended consequences (i.e. diffusion of benefit and displacement), spatial crime relocation could be an intended outcome; Barr and Pease (1990) claimed such intended outcome as “benign displacement”, for example, the relocation of a street drug market from a residential area to a remote area would produce less community harm.

In crime analysis, John E. Eck, (Eck, 2002) concluded two practical approaches are commonly used for evaluation the effects of due to a policing intervention: the pre-post testing with a control group, and the multiple time series. These two approaches are explained as follows.

The pre-post testing approach compares the crime rates of the treatment area and catchment area before and after a policing intervention. The treatment area refers to the areas within the coverage of the policing intervention. The catchment area refers to the areas which are identified as those to which crime potential displaces or crime control benefit diffuses (Weisburd and Green, 1995a). If the crime rates decrease in the treatment area but increase in the catchment area after the intervention, then displacement is determined, if the crime rates decrease in both areas then diffusion is determined. In practice, many pre-post approach applications, such as weighted displacement quotient (WDQ) (Bowers and Johnson, 2003), would incorporate a control
area measurement to adjust the result for differences in an area not related to the treatment or catchment areas. The function of control area is to provide an indication of what was happening in unaffected areas, and is a broad indication of trends over the same period of time as the intervention. The key advantage of pre-post testing approach is that it could show a comparison of crime patterns (such as crime rate) between with (post) and without (pre) the police intervention. A key limitation of pre-post testing approach is that if the crime pattern normally fluctuates, then a change of crime pattern may simply be a normal periodic fluctuation, that is, a change may be due to its automatic process rather than to the police intervention.

The time series approach compares the pre-intervention trend with post-intervention trend on the specific areas (treatment area, buffer area and control area). The approach could incorporate sensitivity to seasonality patterns and control for subtle trends in changing patterns over time. Many previous studies use time series along with pre-post approach to evaluate the effect of intervention. For example, in Ratcliffe et al (2009), both the approaches are used together to evaluate the crime reduction effects of public CCTV cameras in Philadelphia, PA. A key disadvantage of time series approach is that if the time series exhibits seasonality, there should be 4 to 5 cycles of observations in order to fit a seasonal model to the data. In other words, it requires many historical data in a series in order to obtain a fair conclusion. However, it may not be easy to obtain sufficient historical data to conduct related evaluation.

3. Discussion and conclusion

In Criminology, theoretical and empirical studies indicate that spatio-temporal crime patterns are correlated with some factors, but not just randomly occur. Spatio-temporal crime pattern analysis helps identify the spatio-temporal crime pattern from a dataset and forecast what would be likely happen in other situations, such as in the future or in
other dataset.

Different types of spatio-temporal pattern analysis approaches would provide different knowledge. In this paper, we summarized spatio-temporal patterns in five major categories. Table 1 summarizes what knowledge could be obtained from these patterns. These knowledge are spatial information, temporal information, whether or not the pattern is usual and whether or not the pattern is likely related to a predefined intervention.

<table>
<thead>
<tr>
<th>Categories of spatio-temporal pattern</th>
<th>Spatial information</th>
<th>Temporal information</th>
<th>Whether or not the pattern is unusual</th>
<th>Whether or not the pattern is likely related to a predefined intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial pattern</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal pattern</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequent spatio-temporal pattern</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unusual spatio-temporal pattern</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Spatio-temporal effect due to intervention</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1 – Related knowledge obtained from corresponding categories of spatio-temporal pattern.
In addition, we further suggest that the spatial and temporal information from these five categories of spatio-temporal pattern could be generally classified into two types: position based and relation based. The position based spatial and temporal information focus on where or when (or both) a pattern occurred, for example, many thefts occurred inside a shopping mall last Wednesday. On the other hand, the relation based spatial and temporal information focus on how and which (or both) the patterns occurred, for example, thefts and burglaries were often occurred together in close spatial proximity last year. Table 2 summarizes the categories of spatio-temporal patterns discussed in sections 2.1 to 2.5 into position based and relation based information.

<table>
<thead>
<tr>
<th></th>
<th>Position based</th>
<th>Relation based</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial pattern</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Hotspot</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>- Collocation and topological relationships</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Temporal pattern</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Trend pattern</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>- Similarity pattern</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>- Periodicity pattern</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>- Sequential pattern</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>- evolution</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Frequent spatio-temporal pattern,</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Unusual spatial temporal pattern</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Spatio-temporal hotspot</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>- Spatio-temporal collocation and topological relationships</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>- Spatio-temporal sequence</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>- Spatio-temporal association rule</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Spatio-temporal effect due to intervention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Displacement and diffusion</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

**Table 2** - Spatial and temporal information provided to analysts from different categories of spatio-temporal pattern.
We believe this is the first time that a study like this has been conducted, to review and to discuss the relationship between spatio-temporal crime pattern and related knowledge. Moreover, this paper also discussed how related data mining techniques could be used to support spatio-temporal crime pattern analysis. The work of this paper could provide a reference for crime analysts, criminologists and researchers to select appropriate spatio-temporal pattern analysis approaches according to their knowledge needs.
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