Simultaneous measurement of thermal diffusivity and optical absorption coefficient using photothermal radiometry. I. Homogeneous solids
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Modulated photothermal radiometry (PTR) has been widely used to measure the thermal diffusivity of bulk materials. The method is based on illuminating the sample with a plane light beam and measuring the infrared emission with an infrared detector. The amplitude and phase of the PTR voltage is recorded as a function of the modulation frequency and then fitted to the theoretical model. In this work, we test the ability of modulated PTR to retrieve simultaneously the thermal diffusivity and the optical absorption coefficient of homogeneous slabs. In order to eliminate the instrumental factor, self-normalization is used, i.e., the ratio of the PTR signal recorded at the rear and front surfaces. The influence of the multiple reflections of the light beam, the heat losses, and the transparency to infrared wavelengths are analyzed. Measurements performed on a wide variety of homogeneous materials, covering the whole range from transparent to opaque, confirm the validity of the method. In Part II of this work, the method is extended to multilayered materials. © 2011 American Institute of Physics. [doi:10.1063/1.3614524]

I. INTRODUCTION

In photothermal radiometry (PTR), the sample is excited by a light beam and its thermal emission is recorded by an infrared (IR) detector. If the detector is a monolithic IR sensor, the technique is known as photothermal radiometry, while infrared thermography is used if the detector is made of an array of IR sensors. On the other hand, the technique is named modulated (lock-in) or pulsed according to the time dependence of the exciting light beam impinging the sample.

Modulated (or frequency domain) PTR consists of illuminating the sample by an intensity modulated light beam and detecting the oscillating component of the temperature rise by means of an infrared detector connected to a lock-in amplifier. As the temperature rise depends on the thermal properties of the sample, modulated PTR has been widely used to measure the thermal diffusivity of a large variety of materials. In addition, using a focused (defocused) laser beam, the in-plane (through-thickness) thermal diffusivity of anisotropic materials can be obtained.

Moreover, some photothermal techniques (photoacoustics spectroscopy or mirage effect) have proven to be very accurate in measuring the optical absorption coefficient of gases, liquids, and solids. These techniques compete with success against optical techniques in the case of weakly or highly absorbing materials.

In modulated PTR with plane illumination, the amplitude and phase of the PTR voltage is recorded as a function of the modulation frequency and then fitted to the theoretical model. However, normalization procedures are needed in order to suppress the instrumental factor, i.e., the dependence of the detection electronics (IR detector, preamplifier, and lock-in amplifier) on frequency. Several normalization procedures have been proposed: (a) self-normalization, which consists of dividing the PTR signals recorded at the rear and front surfaces, (b) comparison with a reference material, (c) obtaining the instrumental factor by impinging the laser beam directly on the IR detector, and (d) comparison of the PTR signal of the sample with and without a backing liquid. After testing these normalization procedures, we have selected the self-normalization method, since it provides the highest signal to noise ratio and amplitude and phase contrast. However, this normalization is not useful for semi-infinite (very thick) samples.

The aim of this work is to test the ability of modulated PTR to retrieve simultaneously and accurately the optical absorption coefficient ($\alpha$) and the thermal diffusivity ($D$) in homogeneous slabs. First, we have analyzed the theory of PTR signal generation, including some additional effects, as the multiple reflections of the exciting light beam at the sample surfaces, the influence of heat losses, and the transparency of the sample to IR wavelengths. Then, we have performed modulated PTR measurements on a wide variety of materials: opaque to visible and IR wavelengths, opaque to visible but semitransparent to IR, semitransparent to visible but opaque to IR, semitransparent to visible and IR. This study establishes the conditions and limits to perform accurate $\alpha$ and $D$ measurements using modulated PTR. In Part II, we extend this work to multilayered samples in order to retrieve $\alpha$ and $D$ in each layer.

II. THEORY

Let us consider a semitransparent slab of thickness $L$, illuminated by a light beam of wavelength $\lambda$ and intensity $I_0$ modulated at a frequency $f$ ($\omega = 2\pi f$). The geometry of the problem is shown in Fig. 1. According to the Beer-Lambert law, the light intensity inside the sample is
$I(z) = I_0(1-R)e^{-x}$, where $R$ and $x$ are the optical reflection and absorption coefficients of the slab at the wavelength of the light beam, respectively. The oscillating component of the temperature in the absence of heat losses is given by

$$T(z) = \frac{I_0(1-R)x^2}{2Kq(q^2-x^2)} \left[ (e^{-2L} - e^{-qL})e^{iz} + (e^{-2L} - e^{qL})e^{-iz} + \frac{q}{2}(e^{qL} - e^{-qL})e^{-2L} \right],$$

where $q = \sqrt{i\omega/D}$ is the thermal wave vector and $K$ and $D$ are the thermal conductivity and thermal diffusivity of the sample, respectively.

For normalization purposes, we focus on the temperature ratio at the rear and front surfaces:

$$T_n = \frac{T(L)}{T(0)} = \frac{(e^{-2L} - e^{-qL})e^{iL} + (e^{-2L} - e^{qL})e^{-iL} + \frac{q}{2}(e^{qL} - e^{-qL})e^{-2L}}{2e^{-2L} - e^{iL} - e^{-iL} + \frac{q}{2}(e^{qL} - e^{-qL})}.$$

As can be seen, the self-normalized temperature depends on $L/\sqrt{D}$ and on $zL$, but does not depend on $K$ and, therefore, both $z$ and $D$ can be retrieved simultaneously. Three main cases can be distinguished: (a) if the slab is opaque ($zL \rightarrow \infty$) and thermally thick ($L/\sqrt{D} \rightarrow \infty$), Eq. (1) reduces to $T_n \approx 2e^{-qL}$, indicating that both the natural logarithm of the self-normalized temperature amplitude, $\ln(T_n)$, and its phase, $\Psi(T_n)$, are parallel straight lines when plotted against $f$, with a common slope $m = -L\sqrt{\pi/D}$. This equation provides a well-known method to measure the thermal diffusivity of opaque slabs. (b) If the sample is transparent ($zL \rightarrow 0$), Eq. (1) reduces to $T_n \approx 1$, indicating that both surfaces are at the same temperature. (c) For semitransparent samples, experimental results of the temperature ratio $T_n$ must be fitted to Eq. (2). The three cases are shown in Fig. 2, where calculations have been performed for $D = 0.5$ mm$^2$/s and $L = 0.5$ mm. Note that, for the opaque case, the linear behavior only holds for $\sqrt{f} \geq 1.6$, i.e., when the material is thermally thick ($\mu = L/2$).

Figure 3 serves as an optical classification of a sample, depending on its $z$ and $L$ values. For $zL < 0.8$, the sample is said to be transparent, indicating almost flat $\ln(T_n)$ and $\Psi(T_n)$. In such a case, no information on its thermal and optical properties can be obtained from photothermal measurements. For $zL > 10$ the sample behaves as opaque, indicating that both $\ln(T_n)$ and $\Psi(T_n)$ are parallel straight lines when represented versus $\sqrt{f}$. In this case, only the thermal diffusivity of the sample can be obtained. For $0.8 < zL < 10$, the sample is semitransparent and both $z$ and $D$ can be retrieved when fitting $\ln(T_n)$ and $\Psi(T_n)$ to Eq. (2). It is worth mentioning that the transition between the three regions is not abrupt, and the values $zL = 0.8$ and $zL = 10$ are soft barriers. Note that the same slab can vary its classification depending on its thickness. In fact, a certain material can be classified as opaque, semitransparent, or transparent by appropriately selecting its thickness. For instance, a copper film 1 nm thick is transparent, while a glass slab 1 km thick is opaque. However, concerning the application of photothermal techniques, this thickness selection has severe restrictions. Actually, the
thickness must range between 0.2–4 mm in order to have a good signal to noise ratio together with a high enough amplitude and phase contrast.

The range $0.8 < \alpha L < 10$ seems very restrictive, but we have to remind that the transmission is given by $\tau = e^{-\alpha L}$. This means that this method allows us to measure the optical properties of samples with transmissions ranging from 0.5 down to $4 \times 10^{-5}$.

Note that, for $10 < \alpha L < 30$, $\ln(T_n)$ and $\Psi(T_n)$ are almost straight lines (see, for instance, the behavior for $\alpha L = 14$ and 16 in Fig. 4), since the curved part appears at high frequencies, where the photothermal signal is so small that these frequencies are not usable. However, these straight lines are not parallel, and only the slope of $\ln(T_n)$ must be used to obtain $D$.

In Fig. 4, we analyze, in detail, the evolution of $\ln(T_n)$ and $\Psi(T_n)$ as a function of $\sqrt{f}$ for a sample with $L/\sqrt{D} = 0.7^{0.5}$. Different values of $\alpha L$ are considered, from zero (transparent) to infinity (opaque). As can be seen, for $\alpha L = 5.9243$, 12.211, 18.455, …, the amplitude of the normalized temperature goes to zero (the sharp dips in Fig. 4(a)). These $\alpha L$ values correspond to the solutions of the transcendent equation: $\{\Re(T_n) = 0, \Im(T_n) = 0\}$, where $\Re$ is the real part and $\Im$ is the imaginary part. It is worth mentioning that these $\alpha L$ values are independent of $D$. Those sharp dips are produced at frequencies satisfying $\alpha\mu = 1$, i.e., equal thermal diffusion length and optical penetration depth. Figure 4(b) shows the behavior of the normalized phase. As can be seen, at high frequencies, it converges to different asymptotic values depending on the $\alpha L$ value: to zero for $\alpha L < 5.9243$, to $-2\pi$ for $5.9243 < \alpha L < 12.211$, to $-4\pi$ for $12.211 < \alpha L < 18.455$, etc.

Now, we analyze some additional effects modifying the temperature distribution inside the slab and/or the signal recorded by the infrared detector in a modulated photothermal radiometry setup.

A. Multiple reflections of the incident light

If the incident light crossing the sample reaches the rear surface before vanishing it will be reflected back and forth, contributing to increase the sample temperature. Accounting for the multiple reflections of the light beam inside the slab of thickness $L$, the intensity distribution can be written as

$$ I(z) = \frac{I_0(1-R)(e^{-\alpha z} + Re^{-2\alpha L}e^{\alpha z})}{1 - R^2 e^{-2\alpha L}}. $$  \hspace{1cm} (3)

Then, proceeding as in Ref. 18, the sample temperature is obtained:

$$ T(z) = \frac{I_0(1-R)x^2}{2Kq(q^2-a^2)} \left[ (e^{\alpha L} - e^{-\alpha L})e^{\alpha z} + (e^{-\alpha L} - e^{\alpha L})e^{-\alpha z} + \frac{q}{2}(e^{\alpha L} - e^{-\alpha L})e^{\alpha z} \right] $$

$$ - \frac{I_0(1-R)x^2Re^{-2\alpha L}}{2Kq(q^2-a^2)} \left[ (e^{\alpha L} - e^{-\alpha L})e^{\alpha z} + (e^{-\alpha L} - e^{\alpha L})e^{-\alpha z} + \frac{q}{2}(e^{\alpha L} - e^{-\alpha L})e^{\alpha z} \right], $$  \hspace{1cm} (4)

where the second term is the correction with respect to Eq. (1). Note that when $L \to \infty$, Eq. (3) reduces to Eq. (1) since $e^{-2\alpha L} \to 0$. From Eq. (4), the normalized temperature $T_n = T(L)/T(0)$ is obtained. In Fig. 5, we show the effect of multiple reflections on the normalized temperature for the same glass slab of Fig. 2, with $R = 0.04$ (corresponding to normal incidence on a typical glass with a refraction index of 1.5) and $\alpha = 2$ mm$^{-1}$, i.e., $\alpha L = 1$. Although the contribution of the multiple reflections is small, it must be taken into account in order to retrieve accurate $x$ and $D$ values. However, numerical calculations indicate that this effect is significant only for samples with $\alpha L < 2$.

B. Effect of heat losses

Eqs. (1) and (4) have been obtained by assuming adiabatic boundary conditions at the sample surfaces, i.e., absence of heat losses. However, it is expected that conduction to the surrounding gas as well as convection and radiation modify the temperature field of the sample, mainly at low frequencies. We have solved the heat diffusion equation with non-adiabatic boundary conditions (see the second part of
this paper), and the result indicates that both the front \( T(0) \) and rear \( T(L) \) surface temperatures are affected by heat losses at low frequencies. However, the self-normalized temperature \( T_n \) is not affected, since the ratio \( T(L)/T(0) \) completely compensates the effect of heat losses. Note that, at low frequencies, both \( \ln(T_n) \) and \( \Psi(T_n) \) go to zero. Therefore, we can conclude that the effect of heat losses is negligible.

C. Transparency to the infrared radiation

The modulated voltage produced by the infrared detector is proportional to the oscillating surface temperature only if the sample is completely opaque to infrared wavelengths (in the case of HgCdTe detectors from 2 to 12 \( \mu \)m). This condition is fulfilled for metals and alloys, but not for most glasses and polymers. Actually, the visual appearance is not a reference to predict the infrared behavior. For instance, Ge is opaque for visible wavelengths, but completely transparent above 2 \( \mu \)m. Besides, some metallic oxides look black, but they are translucent at infrared wavelengths. In consequence, it is necessary to evaluate the influence of the transparency to the infrared wavelengths on the measured voltage.

If the sample is semitransparent to the infrared spectrum, the signal recorded by the infrared detector comes, not to the IR radiation itself, but to the infrared absorption coefficient for the sample (averaging the sample behavior from 2 to 12 \( \mu \)m). The signal recorded by the detector placed in front of the illuminated surface is given by a formula.

\[
S(0) = C \int_0^L \beta e^{-\beta z} T(z) dz,
\]

where \( C \) is a constant that includes the emissivity of the sample, the sensor area and detectivity, and the temperature derivative of the Plank function at room temperature. \( T(z) \) is the slab temperature given by Eq. (1). This means that we are assuming that heat losses associated to the infrared emission from the sample are so small that they do not affect the temperature field (note that this assumption holds for the oscillating temperature, but not for the dc temperature rise of the slab, which is highly limited by heat losses). Similarly, the signal recorded by the detector placed in front of the non-illuminated surface is given by

\[
S(L) = C \int_0^L \beta e^{\beta z} T(z) dz.
\]

By substituting Eq. (1) into Eqs. (5) and (6) and solving the integrals analytically, the normalized signal is obtained

\[
S_n = \frac{S(L)}{S(0)} = \frac{A}{B} e^{-\beta L},
\]

where \( A \) and \( B \) are given by

\[
A = \frac{e^{-\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{\beta q L} - e^{-q L}ight) + \frac{e^{-\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{q L} - e^{-\beta q L}\right),
\]

\[
B = \frac{e^{-\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{q L} - e^{-\beta q L}\right) + \frac{e^{-\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{\beta q L} - e^{-q L}\right).
\]

In Fig. 6, we show the effect of the infrared transparency on the normalized signal \( S_n \) for the same glass slab of Fig. 2, with \( a = 5 \) mm\(^{-1}\) and different values of \( \beta \) ranging from 0 to \( \infty \). Note that, even for an almost IR-opaque material, with \( \beta \) values around 30 mm\(^{-1}\), its influence on \( S_n \) is negligible, mainly at the high frequency tail, and therefore, Eq. (7) must be used instead of Eq. (2). It is interesting to point out that, when exchanging the \( \beta \) values, the normalized signal \( S_n \) remains the same.

For fitting the experimental data, we will use a theoretical expression of the normalized PTR signal, combining the multiple reflections of the incident light and the transparency to the IR radiation

\[
S_n = \frac{S(L)}{S(0)} = \frac{A + Re^{-2zL}A1}{B + Re^{-2zLB1}} e^{-\beta L},
\]

where \( A1 \) and \( B1 \) are given by

\[
A1 = \frac{e^{\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{q L} - e^{-\beta q L}\right) + \frac{e^{\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{\beta q L} - e^{-q L}\right),
\]

\[
B1 = \frac{e^{\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{q L} - e^{-\beta q L}\right) + \frac{e^{\beta L} - e^{-q L}}{q - \beta} \left(1 - e^{\beta q L} - e^{-q L}\right).
\]
III. EXPERIMENTAL RESULTS AND DISCUSSION

The experimental PTR setup is shown in Fig. 7. A solid state laser beam (\( \lambda = 532 \text{ nm} \)), modulated by an acousto-optic modulator, was used to heat the sample. The beam was expanded to a diameter of 1 cm to guarantee 1D heat propagation. Using plane mirrors, the laser was sent to the front or to the rear surface of the sample. The infrared radiation emitted from the sample was collected by an off-axis parabolic mirror system and detected by a HgCdTe sensor (2–12 \( \mu \text{m} \)).

We have chosen an active area of 1 mm\(^2\), since it has the highest product detectivity \( /C^2 \) area. The voltage produced by the detector was amplified and then fed into a digital lock-in amplifier. A Ge window, which is opaque for visible wavelengths but transparent from 2–12 \( \mu \text{m} \), is usually placed in front of the detector to prevent the green light of the laser to reach the IR sensor. In this work, a Ge based spectral filter was used to reduce the transmission region of the detector (5–12 \( \mu \text{m} \)).

Several authors have pointed out that the measured PTR voltage is affected by coherent noise generated by stray-light heating the IR optics and cutoff filter.\(^{23–25}\) However, they experimentally showed that this effect is only significant for modulation frequencies exceeding 1 kHz. As all the measurements in this work have been performed at frequencies far below this value, this coherent noise has not been considered in the fittings.

In order to verify the ability of modulated PTR to characterize the thermal diffusivity and the absorption coefficient of solid slabs, we have performed measurements on a wide set of samples. They are summarized in Fig. 8 according to their optical properties. The experimental PTR measurements are shown in Fig. 9.

In Fig. 9(a), we show the results for two samples (vitreous carbon and carbon fiber reinforced (CFR) composite) that are opaque for visible and IR wavelengths. As can be seen, both \( \text{Ln}(S_a) \) (dots) and \( \Psi(S_a) \) (crosses) are parallel and straight lines as a function of \( \sqrt{f} \), except at low frequencies, where the material is thermally thin. In Table I, the thermal diffusivity values obtained from the slopes using the expression \( \beta = -L \sqrt{\pi / D} \) for Ni, SiC (38% porosity), vitreous carbon, AISI-304 stainless steel, CFR composite, and poly-L-lactide (PLLA) composite are shown. They are in good agreement with literature values. In this method, there are three reliability criteria: (a) the parallelism of both straight lines, (b) the fit of the phase converging to 0 rads at \( f = 0 \), and (c) a large range of linear behavior (about 5–6 rads) before noise appears. The thermal diffusivity underestimation for Ni and AISI-304 is due to the painting layers used to increase both the absorption to the laser light and the IR emission. The effect of these layers will be discussed in detail in the second part of this work.

The experimental result of a Ge slab 3 mm thick is also shown in Fig. 9(a). As this material is completely transparent at IR wavelengths, \( \Psi(S_a) \) (crosses) is zero for all frequencies. Due to the different light intensity absorbed at both surfaces, \( \text{Ln}(S_a) \) (dots) is not zero, as it should be according to the theoretical model, but a constant value. No information on the thermal and optical properties of this material can be obtained.

In Fig. 9(b), we show the experimental results for a neutral density filter with \( x = 2.33 \text{ mm}^{-1} \) at 532 nm (Cary spectrometer) that is opaque for IR wavelengths above 5 \( \mu \text{m} \). Three slabs of different thicknesses have been measured to test the reliability of the results. The continuous lines are the fittings to Eq. (9). The same \( D \) and \( x \) values for the three samples are obtained (see Table I) inside the experimental uncertainty (5% and 10%, respectively). The data of Fig. 9(b) indicate that, if the sample is quite thick, the phase
contrast is high, but the signal to noise is poor (noisy data), since the PTR voltage from the rear illumination measurements is very small (a few tens of µV). On the contrary, if the sample is too thin, the signal to noise ratio is high (noise free data), but the phase contrast is small (less than 1 rad in phase). In consequence, whenever the thickness of the sample under study can be selected, an intermediate thickness providing a good enough signal to noise ratio together with a quite high phase contrast (about 2 rads) is the best choice.
TABLE I. Thermal diffusivity ($D$), optical absorption coefficient ($\alpha$), and IR absorption coefficient ($\beta$) of the materials measured in this work. Uncertainty in $D$ is 5% and $\alpha$ is 10%.

<table>
<thead>
<tr>
<th>Material</th>
<th>$L$ (mm)</th>
<th>$D$ (mm$^2$/s)</th>
<th>$D$ Literature$^a$ (mm$^2$/s)</th>
<th>$\alpha$ (mm$^{-1}$) This work</th>
<th>$\alpha$ (mm$^{-1}$) Cary spectrometer</th>
<th>$\beta$ (mm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>1.03</td>
<td>18</td>
<td>22</td>
<td>—</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>Porous SiC</td>
<td>1.63</td>
<td>7.2</td>
<td>8.0</td>
<td>—</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>Vitreous C</td>
<td>1.34</td>
<td>6.0</td>
<td>6.0</td>
<td>—</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>AI3-304</td>
<td>0.94</td>
<td>3.4</td>
<td>4.0</td>
<td>—</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>CFR composite</td>
<td>0.85</td>
<td>0.51</td>
<td>0.50</td>
<td>—</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>ND filter</td>
<td>3.31</td>
<td>0.59</td>
<td>0.5–0.6</td>
<td>2.05</td>
<td>2.33</td>
<td>∞</td>
</tr>
<tr>
<td>ND filter</td>
<td>2.12</td>
<td>0.57</td>
<td>0.5–0.6</td>
<td>2.10</td>
<td>2.33</td>
<td>∞</td>
</tr>
<tr>
<td>ND filter</td>
<td>1.04</td>
<td>0.54</td>
<td>0.5–0.6</td>
<td>2.10</td>
<td>2.33</td>
<td>∞</td>
</tr>
<tr>
<td>Schott NG 1</td>
<td>0.478</td>
<td>0.48</td>
<td>0.5–0.6</td>
<td>10.5</td>
<td>11.1</td>
<td>∞</td>
</tr>
<tr>
<td>Schott OG 530</td>
<td>2.20</td>
<td>0.51</td>
<td>0.5–0.6</td>
<td>0.27</td>
<td>0.38</td>
<td>19.0</td>
</tr>
<tr>
<td>Schott OG 550</td>
<td>1.75</td>
<td>0.55</td>
<td>0.5–0.6</td>
<td>1.70</td>
<td>1.62</td>
<td>13.0</td>
</tr>
<tr>
<td>Schott OG 570</td>
<td>0.538</td>
<td>0.50</td>
<td>0.5–0.6</td>
<td>4.80</td>
<td>4.82</td>
<td>32.0</td>
</tr>
<tr>
<td>Schott OG 590</td>
<td>0.645</td>
<td>0.51</td>
<td>0.5–0.6</td>
<td>5.00</td>
<td>5.31</td>
<td>49.0</td>
</tr>
<tr>
<td>Schott RG 610</td>
<td>0.611</td>
<td>0.50</td>
<td>0.5–0.6</td>
<td>5.85</td>
<td>6.18</td>
<td>27.0</td>
</tr>
<tr>
<td>Schott RG 630</td>
<td>0.400</td>
<td>0.39</td>
<td>0.5–0.6</td>
<td>9.60</td>
<td>9.97</td>
<td>50.0</td>
</tr>
<tr>
<td>LaMnO3</td>
<td>0.313</td>
<td>1.07</td>
<td>1.15</td>
<td>∞</td>
<td>8.50</td>
<td>—</td>
</tr>
<tr>
<td>CoO</td>
<td>0.204</td>
<td>2.4</td>
<td>2.2</td>
<td>∞</td>
<td>∞</td>
<td>4.50</td>
</tr>
<tr>
<td>PLLA composite</td>
<td>0.460</td>
<td>0.10</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Paper</td>
<td>0.247</td>
<td>0.16</td>
<td>0.144</td>
<td>8.10</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Paper</td>
<td>0.370</td>
<td>0.14</td>
<td>0.144</td>
<td>6.77</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PEEK</td>
<td>0.688</td>
<td>0.18</td>
<td>0.19</td>
<td>4.32</td>
<td>—</td>
<td>19.8</td>
</tr>
<tr>
<td>Ge</td>
<td>3.0</td>
<td>—</td>
<td>35</td>
<td>—</td>
<td>∞</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$References 9, 26–32.

In Fig. 9(c), we show the experimental results for two metallic oxides, LaMnO$_3$ and CoO, that are completely black, i.e., opaque at visible wavelengths. However, the shape of Ln($S_a$) (dots) and $\Psi(S_a)$ (crosses) indicate that these materials are semitransparent at IR wavelengths. The results of the fittings are shown in Table I. The retrieved $D$ values agree with the measurements performed using a photopyro-electric setup.\textsuperscript{26,27}

Finally, we have measured six colored filters with increasing optical absorption coefficient at 532 nm. The main difference with respect to the neutral density filters is that they are not completely opaque at IR wavelengths, so the experimental data must be fitted to Eq. (9) with three unknowns: $D$, $\alpha$, and $\beta$. The results of the fitting are shown in Table I, while the experimental results for three of them are plotted in Fig. 9(d). Note that, for OG530, that is very transparent at 532 nm, we have used a quite thick slab ($2.20 \text{ mm}$) in order to increase the phase contrast as much as possible, while keeping a good enough signal to noise ratio. Anyway, this sample is placed in the lowest limit of this method ($\alpha L \approx 0.8$). This is why the retrieved $\alpha$ value is the least accurate. However, it is worth noting that the $D$ value is the same as for the other filters of the family, indicating that thermal diffusivity is obtained with higher accuracy than the absorption coefficient.

In Fig. 10(a), we show the experimental PTR data for a composite material whose matrix is PLLA and the fillers are carbon nanotubes (0.75%). As can be seen, both Ln($S_a$) (dots) and $\Psi(S_a)$ (crosses) become flat at high frequencies, indicating that the sample is not completely opaque (i.e., it falls in the region $10 < \alpha L < 30$). However, a good fitting to Eq. (9) cannot be obtained, since the high frequency data are too noisy. According to the theory, we have only used the slope of Ln($S_a$) to retrieve $D$, whose value is given in Table I.

In materials like paper or polyether-ether-ketone (PEEK), there is not only light absorption but light scattering as well. Accordingly, the Beer-Lambert law does not hold. This means that light propagation in turbid media must be used as the source term in the heat diffusion equation, instead of Eq. (3).\textsuperscript{33,34} We have measured some white paper and PEEK sheets, and we have fitted the amplitude and phase data to Eq. (9). The results are shown in Fig. 10(b). In this case, the retrieved $\alpha$ is an effective value, combining both absorption and scattering processes inside the material. Although a more complete model should be used, the obtained $D$ value is in good agreement with the literature values (see Table I).

As a final remark, let us make some considerations about the accuracy of the retrieved values of $D$ and $\alpha$. In the case of opaque materials (both to visible and IR wavelengths), the parallelism of the straight lines of Ln($S_a$) and $\Psi(S_a)$ provides a good test of the reliability of the obtained value of $D$. Moreover, the thickness of the sample should be selected in such a way that the straight lines produce changes of more than 4 rads before the noise appears. If both conditions are fulfilled, the main source of error comes from the uncertainty in $L$ (surface roughness, lack of parallelism, …). Accordingly, for opaque materials, we estimate the uncertainty in thermal diffusivity to be $\Delta D \leq 3\%$. For not
IV. CONCLUSIONS

In this work, we have tested the ability of modulated PTR to measure simultaneously the thermal diffusivity and the optical absorption coefficient of homogeneous materials. The method is based on illuminating the sample with a plane light beam while recording the amplitude and phase of the PTR voltage as a function of the modulation frequency that occurs (Fig. 4), reducing the accuracy of the retrieved model. This means that the test of parallelism cannot be used, and we estimate the uncertainty in thermal diffusivity to raise up to $AD \leq 5\%$. In the case of semitransparent samples ($0.8 < aL < 10$), both $D$ and $a$ can be obtained, but the accuracy is not the same all along that range. At low $aL$ values ($0.8 < aL < 2$), the contrast in both $\ln(S_a)$ and $\Psi(S_a)$ is small (see Fig. 4), reducing the accuracy of the retrieved $D$ and $a$ values. On the contrary, at high $aL$ values ($7 < aL < 10$), the contrast is high, but the signal is small, reducing the signal to noise ratio and, therefore, the accuracy of the obtained $D$ and $a$ values. The most accurate results are obtained for intermediate $aL$ values ($4 < aL < 6$), which produce a contrast between 2 to 4 rads, while keeping a good enough signal to noise ratio. Note that, in most cases, it is possible to work within this intermediate range by selecting the sample thickness appropriately. In this intermediate range, we estimate the errors in thermal diffusivity and optical absorption coefficient to be $AD \leq 5\%$ and $\Delta a \leq 10\%$. The main sources of error are the uncertainty in $L$, the effect of scattered light inside the sample, and, above all, that the model only takes into account an effective $\beta$ value and not the complete IR spectrum from 5 to 12 $\mu$m. The reason for the uncertainty of $a$ being higher than that of $D$ is related to the fact that $a$ is sensitive to the whole frequency scan of $\ln(S_a)$ and $\Psi(S_a)$, while $D$ is mainly sensitive to low frequencies, where the IR signal is higher.

For opaque samples (to visible and to IR wavelengths), the parallelism of the straight lines of $\ln(S_a)$ and $\Psi(S_a)$ as a function of $\sqrt{f}$ guarantees the accuracy of the retrieved thermal diffusivity. For semitransparent samples (to visible and/or IR wavelengths), the fitting of $\ln(S_a)$ and $\Psi(S_a)$ to the theoretical model gives $a$ and $D$ simultaneously. According to the theoretical and experimental results, $a$ values in the range from 0.5 to 12 $\text{mm}^{-1}$ can be retrieved. Whenever it is possible, the thickness of the sample should be selected in such a way that the phase contrast is between 1-2 rads. Below this value (low contrast) or above it (low signal to noise ratio), the accuracy decreases. If the sample is transparent to the exciting light beam or to the IR wavelengths, no information on the thermo-optical properties of the sample can be retrieved. The main drawback of this method is the exchangeable role of $a$ and $\beta$, in such a way that it is not possible to distinguish between them. This issue can be overcome by performing several PTR measurements on the same sample, using heating lasers of different wavelength for each measurement. This procedure would give different $a$ values while the $\beta$ value remains constant.

According to the results of this work, modulated PTR appears as an appropriate tool to measure accurately and simultaneously the thermal diffusivity and the optical absorption coefficient of solids. Anyway, its powerfulness will be more evident when dealing with multilayered samples, which is the subject of Part II of this work.
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31 See http://www.goodfellow.com for more information about PEEK, AISI 304 and vitreous carbon.