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Abstract

This thesis is concerned with some applications of the active infrared thermography

technique for nondestructive measurement of thermal properties and buried cracks

detection.

Some attempts have been reported to evaluate the influence of convective-radiative sur-

face heat losses (CRHL) on the results of experiments performed with photothermal

techniques, a group of methods widely used for physical and chemical characterization

of materials. However, the effects of CRHL are often neglected. In a previous work (K.

Mart́ınez, Master Thesis, 2014) the influence of CRHL was studied using infrared (IR)

thermometry and a mathematical model was developed to account for these losses,

which also provides a simple criterion for neglecting them. The results of this model

were in good agreement with those of measurements of the amplitude of the IR signal.

However, the used experimental system consisted on a simple arrangement using an

IR thermometer, with which it was no possible to determine the signal phase accu-

rately. Here, we propose an experimental set-up that overcomes this limitation using a

thermographic camera with incorporated lock-in possibilities and allows to determine

the thermal diffusivity of materials, which also allows measurements under vacuum

conditions in order to influence the heat convection contribution to CRHL. Using this

system, it has been corroborated that the effect of CRHL is also evident in the phase

of the IR signal at low frequencies.

On the other hand, it is well-known that the detection and characterization of cracks

are highly valuable for industrial applications. In the last decade, the technique of

vibrothermography has demonstrated its ability to detect defects that are elusive to

other non-destructive evaluation (NDE) techniques. It can be used in a wide variety

of materials, and especially, it is very suited and sensitive to the presence of kissing

cracks as the relative vibration of their faces produces heat, which diffuses inside the

material and can be detected as a temperature variation at its surface by means of an

IR thermographic camera. In this work, open semicircular strip-shaped heat sources
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were characterized, representing open half-penny cracks when the heat is produced

at a certain contour, which is closer to a real situation with surface breaking cracks.

Moreover, we determine not only the geometry, but also the absolute flux distribution

and total power generated at vertical cracks. Continuing with this line will also make

some computer simulations and experiments towards the detection of inclined cracks.

It is possible to conclude that it is possible to find and characterize flat buried defects

of different shapes and inclination using active IR thermography.
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Resumen

Esta tesis trata sobre algunos usos de la termograf́ıa infrarroja (IR) activa para la

medición de propiedades térmicas y la detección de grietas enterradas de manera no

invasiva.

Se han reportado algunos intentos de evaluar la influencia de las pérdidas de calor por

convección y radiación (CRHL, del inglés convective-radiative heat losses) sobre los

resultados de experimentos realizados con técnicas fototérmicas, un grupo de métodos

ampliamente utilizados para la caracterización f́ısica y qúımica de materiales. Sin em-

bargo, los efectos de las CRHL a menudo no son tenidos en cuenta. En un trabajo

previo (K. Mart́ınez, Tesis de Maestŕıa, 2014) se estudió la influencia de las CRHL

mediante la termometŕıa infrarroja (IR) y se desarrolló un modelo matemático que

tiene en cuenta estas pérdidas, y que también proporciona un criterio simple para su

evaluación. Los resultados de este modelo se compararon favorablemente con los de

las mediciones de la amplitud de la señal IR. Sin embargo, el sistema experimental

utilizado consistió en un arreglo simple usando un termómetro IR, con el cual no era

posible determinar exactamente la fase de la señal. En este trabajo proponemos una

configuración experimental que supera esta limitación utilizando una cámara termográ-

fica con posibilidades de detección sensible a fase y permite determinar la difusividad

térmica de materiales, además permite mediciones bajo condiciones de vaćıo para in-

fluir en la contribución de la convección de calor a las CRHL. Utilizando este sistema,

se ha corroborado que el efecto de las CRHL es también evidente en la fase de la señal

IR a bajas frecuencias de modulación.

Por otra parte, es bien conocido que la detección y caracterización de grietas es alta-

mente valioso en aplicaciones industriales. En la última década, la técnica de vibroter-

mograf́ıa ha sido de gran interés porque tiene la habilidad de encontrar defectos que son

esquivos a otras técnicas de evaluación no destructiva (NDE, non-destructive evalua-

tion), se puede utilizar en innumerables materiales, y en especial, es muy sensible a la

presencia de grietas sub-superficiales ya que la vibración relativa de las caras produce
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calor, la cual se difunde dentro del material y puede detectarse como una variación de

temperatura en su superficie. Por tanto, en este trabajo, se caracterizaron fuentes de

calor en forma de donas semicirculares, representando grietas abiertas de medio circulo

donde el calor es producido en cierto contorno, lo cual es cercano a una situación real

con grietas de ruptura de la superficie. Además, no solo se determinará la geometŕıa,

sino también la distribución del flujo absoluto y la potencia total generada en grietas

verticales. También se harán algunas simulaciones y experimentos acerca de la de-

tección de grietas inclinadas concluyendo que es posible caracterizar con termograf́ıa

infrarroja activa defectos internos planos no solo de cualquier forma sino en cualquier

inclinación.
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Introduction

We could have a beginning of this technique, in 1800 when Dr Herschell, a british

astronomer, discovered the infrared spectrum [1]. Using a mercury thermometer, he

noted that the maximum elevation of temperature occurred beyond the red band here

no radiation was visible. But only up to a century later, thanks to the discovery of

the laws of Planck and Stefan-Boltzmann for the black-body radiation, the principle

of thermography is presented: thermal radiation. These laws are very important for

thermography since they allow to describe the formation of temperature images by

measuring the radiative emission of a body. Modern IR imaging with electronic detec-

tors started in the late 1940s. The first systems were for the military and consisted

of line scanners with a single detector [2]. The enormous progress due to microsystem

technologies toward the end of the twentieth century resulted in reliable quantitatively

measuring infrared camera systems. Infrared thermal imaging has now become af-

fordable to a wider public of specialized physicist, technicians and engineers for an

ever-growing range of applications.

Infrared (IR) thermal imaging, also often called thermography for short, is defined

as: “a nondestructive, nonintrusive, noncontact technique that allows the mapping

of thermal patterns, i.e., thermograms, on the surface of objects, bodies or systems

through the use of an infrared imaging instrument, such as an infrared camera” [3].

During the last years, the applications of IRT have been grown in different areas of

knowledge and for the characterization of a broad spectrum of materials thanks to

the constant technology improvement in different areas (computers, thermal sensors

and cameras), the continuous price drop in instruments and because of the progressive

acceptance of the technique by the industry. Thermography nowadays is applied in

research and development as well as in a variety of different fields in industry, such as

non-destructive testing [4], condition monitoring [5], and predictive maintenance [6],

reducing energy costs of processes and buildings [7,8], detection of gaseous species [9],
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and many more [10–12]. The theoretical and experimental fundaments of IRT can be

found elsewhere [13–16].

There are two main approaches for IRT: i- passive, in which materials and structures

are naturally at different (higher or lower) temperature than the background, e.g.

the human body is normally at a temperature higher than the ambient, hence it is

easily detected by an IR camera without any additional stimulation and ii- active, in

which an external stimulus is needed in order to produce a thermal contrast in the

object surface, i.e. implies an artificial change of the object’s energetic equilibrium e.g.

an object containing internal defects (such as voids, delaminations, foreign material

inclusions, etc.) will require submission to a thermal disequilibrium in order to produce

distinctive surface thermal patterns between the defects and the sound material that

can be detected with an IR camera [3, 17]. Due to these reasons in this thesis we will

use the second approach.

In this work, we focus on two very important applications:

The first is to use infrared thermography for the characterization of materials. Pho-

tothermal techniques are increasingly used in various fields to determine physical prop-

erties of materials [18,19], hence there is a constant search to achieve improvements in

existing techniques and to determine the thermal properties in a practical and efficient

way [20,21]. In most photothermal experiments, the spatial and temporal dependence

of the temperature field is modelled by considering classical heat conduction, but con-

sideration of sample’s surface convection and radiation heat losses (CRHL) to the

sample’s surroundings is rather scarce [22]. Although some authors have studied the

contributions of CRHLs [23–27]. Therefore, theoretical and experimental studies on the

influence of CRHL on IRT experiments devoted to materials thermal characterization

are still impetuous.

The second application is concerned to the characterization of buried cracks or defects,

a theme of great interest for several industries for which many applications have been

reported [28–30]. But most applications have been limited to find the existence of

sub-superficial defects, without quantifying very important aspects of them such as

their absolute flux distribution and total power generated, sizes, depth, inclination (if

any) with respect of the surface, etc.

Due to this reason, in this work we will present some contributions in applications
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with infrared thermography. The work is divided into four chapters: In chapter one,

a brief summary of the key concepts is reviewed, which is important to understand

the phenomenon of infrared thermography and the applications with which we will

deal. The second chapter will be devoted to the study of the influence of CRHL

on IRT experiments for thermal diffusivity measurements in solids. In the last two

chapters the problem of the detection and quantification of buried cracks in solids will

be studied.

Hypothesis

IR active thermography is useful and adequate for measuring thermal diffusivity, eval-

uate the influence of convective heat losses in photothermal experiments and allows

the qualitative and quantitative characterization of buried defects.

Objectives

General objective

To apply the infrared active thermography technique to evaluate the effects of convec-

tive heat losses on the results of photothermal experiments and for the quantitative

and qualitative characterization of buried defects in solids.

Particular objectives

� Design and implementation of an experimental set-up for active thermography

measurements in front and rear detection configurations.

� Measurement of the rear signal amplitude and phase of different samples heated

by periodically intensity modulated light.

� Comparison of the experimental results with those of a theoretical model that

takes into account convective-radiative heat losses and determination of the sam-

ples thermal diffusivity.
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� From the measurement of the temperature on the surface, quantitatively charac-

terize the flow of heat generated in open semicircular strip-shaped cracks to the

surface when excited by ultrasound

� Approach experimental situations with real cracks, we also consider inhomoge-

neous flux production analyzing different situations.

� Calculate the evolution of the surface temperature distribution produced by step-

heated slanted buried planar heat sources and verification with experiments.
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1 Theoretical framework

1.1 Some heat transfer concepts

1.1.1 Heat transfer mechanisms

Any temperature difference within a physical system is the cause of a transfer of

energy in a form of heat from the region of higher temperature to the one of lower.

This transport process takes place until thermodynamic equilibrium is reached, i.e. the

system has become uniform temperature throughout. The heat flux density, Φ (units

of W/m2, Φ = q/A, where A is the surface area through which heat is transferred

and q is the heat flux in W), is some function of the temperatures, T1 and T2, of both

the regions involved (we will suppose that T2 > T1). The mathematical form of the

heat flux depends on the nature of the transport mechanism, which can be convection,

radiation, conduction or a coupling of them [31].

Convection

Heat convection takes place by means of macroscopic fluid motion. It can be caused by

an external source (forced convection) or by temperature dependent density variations

in the fluid (free or natural convection). Convective heat flow, in its most simple form,

i.e. heat transfer from surface of wetted area A and temperature T2, to a fluid with

a temperature T1, for small temperature differences, ∆T = T2 − T1, is given by the

Newton’s law of cooling [25],

Φconv = qconv

A
= hconv4T (1.1)

The convection heat transfer coefficient, hconv, it is not a property of the fluid, but

it is independent on ∆T . It’s a parameter that is determined experimentally and

10



1.1 Some heat transfer concepts

whose value depends on many variables such as the geometric surface of the surface,

the nature of the movement of the fluid, the properties of the fluid and its maximum

velocity.

Conduction

Heat can be transmitted through solids mainly by electrical carriers (electrons and

holes) and elementary excitations such as spin waves and phonons (lattice waves).

The energy transfer occurs from the more energetic to the less energetic particles in a

substance due to interactions between them. Conduction takes place in solids, liquids

and gases and is usually the most important form of thermal transport within a solid

or solid objects in thermal contact [32]. Fourier’s Law governs the stationary heat

conduction through the opposite surfaces of a sample. It lauds:

Φcond = qcond

A
= −k∇T (1.2)

The thermal conductivity, k [W/mK], is expressed as the quantity of heat transmitted

per unit time, t, per unit area, A, and per unit temperature gradient, ∇T . It is impor-

tant to note that Fourier’s law is applicable to non-time varying temperature gradients.

For one-dimensional steady state conduction in extended samples of homogeneous and

isotropic materials and for small temperature gradients, Fourier’s law can be integrated

in each direction to its potential form. In rectangular coordinates it reads:

Φcond = k
T2 − T1

x2 − x1
= k4T

L
= hcond4T (1.3)

where T1 and T2 represent to planar isotherms at positions x1 and x2, and

hcond = k/L (1.4)

is the conduction heat transfer coefficient.

For the heat flux by conduction one has:

qcond = kA4T
L

= 4T
Rcond

(1.5)
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1.1 Some heat transfer concepts

where

Rcond = L

Ak
= 1
Ahcond

(1.6)

is the thermal resistance of the sample. The Eq. 1.6 is often denoted as Ohm’s law

for thermal conduction following analogies existing with the law that relates electrical

current with voltage through the electrical resistance. Note that this law holds only

for stationary (DC) phenomena that can be straightforwardly described by Fouries’s

law (Eq. 1.2), which does not includes any time derivative.

Radiation

Heat radiation is the continuous energy interchange by means of electromagnetic waves,

so that this is the only heat transfer mechanism that does not requires a material

medium to take place. [31].

The spectral intensity emitted by a black body at a certain temperature T and wave-

length λ, is given by Planck’s law:

Wblackbody (λ, T ) = 2hc2

λ5

( 1
ehc/λkBT − 1

)
(1.7)

where c is speed of light, h the Planck constant, y kB Boltzman. constant. Here

we see that the spectral intensity depends not only on the wavelength, but also on

the absolute temperature of the black body. Fig. 1.1 show the spectral intensity as a

function of wavelenght for differents temperatures [33].

The spectral intensity is shifted towards shorter wave-lengths as the temperature in-

creases according to the Wien’s displacement law stating that Tλmax = b, where b is

the Wien’s constant and λmax is the wavelength corresponding to the maximum of the

Planck’s spectrum at the temperature T . The area under the curve of Fig. 1.1 is the

net rate of heat flow density, Φrad, radiated by a black body. For a real body at the

temperature T0 surrounded by a medium at a temperature T > T0, the density of heat

flux by total radiation is given by the Stefan-Boltzman Law:

Φrad = qrad

A
= εσ

(
T 4

0 − T 4
)

(1.8)
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1.1 Some heat transfer concepts

Figure 1.1: Spectral intensity of thermal radiation vs. wavelength

where, σ is the Stefan Boltzman constant, T is the surrounding temperatureand, A

is the surface area of the radiating object object and is ε the total emissivity of its

surface having absolute temperature T0. The emissivity, ε, being a parameter that

characterizes the radiative properties of the surface of the material. For a black body

ε = 1 and the spectral intensity is given by the well-known Plank’s law

A glance at Eq. 1.8 shows that if the temperature difference is small, so the 1.8 could

be expanded in Taylor series around T0 obtaining a linear relationship:

Φrad = 4σεT 3
0 (T − T0) = hrad∆T (1.9)

where,

hrad = 4σεT (1.10)

has been introduced as a radiation heat transfer coefficient [21,34].

Thus, the radiated energy in thermography experiments depends only on the sample

surface temperature and on the emissivity. For this reason, the uncertainty about the

emissivity of the sample surface would become a major problem, if absolute tempera-
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1.1 Some heat transfer concepts

tures were to be measured. However, only relative temperatures are evaluated in this

work and, moreover, for small changes of temperature, just what we often need in

lock-in thermography, the emissivity can be considered constant.

1.1.2 The Biot’s number

We can write

H = hconv + hcond = 1
Rconv+rad

(1.11)

whereH andR are the heat transfer coefficient and the thermal resistance for convection-

radiation heat transfer respectively.

Then, a so-called dimensionless Biot number can be defined as:

Bi = H

hcond
= RTH (1.12)

It represents the fraction of material thermal resistance that opposes to convection

and radiation heat losses. If Bi � 1 then conduction is much more efficient than

convection-radiation and in many cases the later mechanisms can be neglected.

1.1.3 The heat diffusion equation

Fourier’s law only describes stationary heat conduction phenomena, so to describe the

temperature depending on both, the spatial coordinate and the time, this Law must be

combined with the Law of conservation of energy leading to the so-called heat diffusion

equation. If we suppose that the changes of temperature are very small and thus to

consider that the physical properties are constant, the heat diffusion equation in the

absence of internal heat sources can be written as:

(∂2T )
(∂x2) + (∂2T )

(∂y2) + (∂2T )
(∂z2) = 1

α

∂T

∂t
(1.13)

where
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1.1 Some heat transfer concepts

α = k

C
(1.14)

is the thermal diffusivity (m2/s), which defined as a “rate” of propagation of heat

through the body. This thermal parameter is related to the thermal conductivity, the

specific heat c (J/gK) and the density ρ (g/m3) through α = k/ρc. The heat capacity

per volume unit is defined as: C = ρc.

In particular, for the one-dimensional case in which the heat flow occurs only in the

x-direction, equation 1.13 can be rewritten as:

∂2T

∂x2 −
1
α

∂T

∂t
= 0 (1.15)

1.1.4 Thermal wave

The thermal “wave” is the solution of the heat diffusion equation with harmonic exci-

tation, and has the characteristics of a highly damped wave [35].

Let us consider an isotropic homogeneous semi-infinite solid. The surface of said solid

is being uniformly heated by an intensity modulated periodical light source given by:

Io

2 Re[1 + eiωt] (1.16)

where Io(W/m2) is the intensity of the light source and w = 2πf is the angular fre-

quency of modulation and t is the time. The hypothetical solid, of thermal diffusivity

α, can absorb all incoming radiation on its surface and turn it into heat, in addi-

tion any heat transfer through radiation or convection can be neglected. Under these

assumptions, the temperature distribution T (x, t) (actually the temperature increase

respecting the initial sample´s temperature) within the solid can be calculated using

Eq. 1.15, i.e. the heat diffusion equation, using the following boundary condition:

− k ∂∆T (x, t)
∂x

∣∣∣∣∣
x=0

= Io

2 Re
[
1 + eiωt

]
(1.17)

This condition express that the thermal energy generated at the surface of the solid

diffuses into its bulk by diffusion and that heat losses by convection and radiation to the
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1.1 Some heat transfer concepts

surrounding medium are negligible. From now on, the operator Re [] will be omitted,

taking into account the fact that the real part of the expressions of the temperature

must be taken to obtain physical quantities. The solution of physical interest for

applications in the field of photothermal techniques (e.g. the infrared active lock-in

thermography technique dealing with in the next chapter) is the one related to the time

dependent component. If we separate this component from the spatial distribution,

the temperature can be expressed as:

T(x,t) = θ (x) eiωt (1.18)

Substituting Eq. 1.18 into Eq. 1.15 leads to

∂2θ(x,t)

(∂x2) − q
2θ(x) = 0 (1.19)

where the complex thermal wave number q =
√
iw/α = (1 + i)/µ. And

µ =
√
α

πf
(1.20)

is the thermal diffusion length. Using the boundary condition

− k ∂∆T (x, t)
∂x

∣∣∣∣∣
x=0

= Io

2 (1.21)

the Eq. 1.19 can be solved and substitution of the solution into Eq. 1.18 leads to

T(x,t) = Io
2ε
√
w
e−

x
µ e−i(

x
µ
−ωt+π

4 ) (1.22)

where the parameter ε is the thermal effusivity of the sample. ε = k/
√
α (Ws1/2/m2K).

The Eq. 1.22 is the general solution for the oscillatory component of the heat diffusion

equation. It has the form similar to that of a plane attenuated wave, and like other

wave types, it has an oscillatory response in space eiqx. This is what is known as

thermal wave and the product of its first spatial derivative and thermal conductivity

of the medium represent a heat flux wave.
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1.1 Some heat transfer concepts

Although they are not real waves themselves, they behave as waves and simplify the

analysis of many systems. It can be said that they are temperature oscillations with

wave-like features, without satisfying all the characteristics of a true wave, e.g. trans-

porting energy [36]. In this work, the thermal wave approach will be used extensively

for different experimental situations.

Suppose that we have an alternating heat flux, related to a periodic oscillating tempera-

ture field. In analogy to 1.5 defining thermal resistance for stationary heat conduction,

one can define in the case of periodical heating the thermal impedance, ZTas the tem-

perature difference between two faces of a thermal conductor divided by the heat flux

crossing the conductor. . Then the thermal impedance becomes the ratio between the

change in thermal wave amplitude and the thermal wave flux. For the semi-infinite

medium treated with above one gets [37],

ZT = 4T (x = 0, t)
−k dT (x,t)

dx

∣∣∣
x=0

(1.23)

Substituting Eq. 1.22 in Eq. 1.23 can be rewritten as:

ZT = 1− i
ε
√
ω

= 1
ε
√
ω
e−i

π
4 (1.24)

Note that, contrary to thermal resistance, which depends on thermal conductivity, in

the thermal impedance definition the thermal effusivity becomes the relevant parame-

ter.

The Eq. 1.22 can be rewritten as:

T (x, t) = Io
2 ZTe

− x
µ cos(x

µ
+ ωt) (1.25)

It shows that the thermal diffusion length, µ, being the distance at which the thermal

wave amplitude decrease e-times (about 60%) from its value at the sample´s surface

(this is similar to the meaning of light absorption depth). The thermal wave wavelength

is

λ = 2πµ (1.26)
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1.1 Some heat transfer concepts

Therefore, we can see that thermal waves are fully damped out in only one thermal

wavelength.

1.1.5 The slope method for thermal diffusivity measurement.

Different variants of photothermal experimentation allow for the thermal characteri-

zation of materials. The following subsection provide a brief overview of some of the

methods use. Not all the schemes discussed below are directly relevant to this work,

however the phenomenological concepts introduced in each of them have been deemed

noteworthy. In the next chapter we solve the heat diffusion equation considering the

CRHL, this will allow characterizing materials with low conductivity at low frequencies.

The amplitude of the Eq. 1.22 can be expressed as:

A = Io

2ε
√

2πf e
−x
√

πf
α (1.27)

and the phase-lag as:

φ = −x
µ
− π

4 (1.28)

Suppose that for a periodical intensity modulated heat source at a given frequency,

the amplitude (Eq. 1.27) and the phase (Eq. 1.28) of the photothermal signal are

measured as a function of the distance x from the source. Note from Eqs. 1.27 and

1.28 that the graphs of ln(A) vs. x and φ vs. x become straight lines and that the

thermal diffusivity can be straightforwardly calculated from their slopes m =
√

πf
α

if f

is well-known [38]. This is the basis of the well-known Angstrom or slope method for

thermal diffusivity measurements. On the other hand, if x cannot be changed but its

value at a distance L is well-known, and measurements are performed as a function of

frequency, then the thermal diffusivity can be calculated from the slopes m = −L
√

π
α

of the graphs ln(A
√
f) vs.

√
f and φ vs.

√
f .

This procedure has been used by many researchers in photothermal techniques, and is

closely related to the method developed by Angstrom [39] and Fourier [40] and recently

proposed variants of them [25,41].
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1.1 Some heat transfer concepts

1.1.6 Pulsed excitation.

Some techniques employ pulsed, rather than periodical heating. For these techniques,

information about the sample under investigation is obtained by the analysis of the

thermal transient following the pulse heating. A time-domain response T (t) may be

obtained from a frequency-domain response using a Fourier series expansion:

T (x, t) =
∑

a(ωn)T (x, ωn, t)
n

(1.29)

in which the component T (x, ωn, t) is a plane thermal wave of angular frequency ωn

propagating in the x-direction (Eq. 1.22) which is used as a basic function for the

expansion:

T (x, ωn, t) = Q0

2kσe
−σxejωnt (1.30)

and where a(ωn) is a measure of the strength of this component in the transient con-

cerned.

The spectrum of thermal wave modulation frequencies is continuous and the Fourier

series expansion (Eq 1.29) can be replaced by and integral transform. The resulting

integrals can often be easily evaluated in the complex plane by the Laplace inverse

transform method. The Laplace transform of a function f(t) and its inverse are defined

by the following equations:

f(s) = L {f(t)} =
c+j∞∫
c−j∞

e−stf(t)dt (1.31)

f(s) = L−1 {f(t)} = 1
2πj

c+j∞∫
c−j∞

e−stf(s)ds (1.32)

where t > 0 and the symbols L and L−1 are used to denote the Laplace transform and

its inverse respectively. The integration in Eq. 1.32, Bromwich’s integral formula, is

along a line c+jy in the complex plane, with c chosen to be to the tight of all singular-

ities but otherwise arbitrary. These transforms provide a simle route for obtaining the
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1.1 Some heat transfer concepts

transient solutions to problems that have already been solved in the frequency-domain.

It we set s = jω we can then write the following general expression for the Laplace

transformed surface temperature T (s):

T (s) = Q(s)Z(s) (1.33)

where Q(s) and Z(s) are the Laplace transformed heat source and thermal transfer

function for the sample respectively. The time-domain surface temperature is simply:

T (t) = L−1 {Q(s)Z(s)} (1.34)

To illustrate the above approach we will consider the transient thermal response of a

semi-infinite solid to a Dirac delta surface heating pulse. This is an important example

as the excitations produced in many pulsed laser experiments are modelled well by a

Dirac delta function. A Dirac delta thermal impulse onb the surface plane of the solid,

x = 0, at time t = 0 is equivalent to a continuous broad frequency spectrum of equal

energy thermal wave components that are all in phase only when t = 0 at x = 0. The

temperatyre at a depth x and at a time t after the pulse excitation can be obtained by

a simple addition of the thermal wave amplitudes at (x, t):

T (x, t) =
∞∑

n=0

Q0

2kσn
e−σxejωnt (1.35)

with becomes:

T (x, t) = 1
π

∞∫
0

Q0

2kσ(ω)e
−σ(ω)xejωtdω (1.36)

= 1
2πj

∞∫
0

est
Q0

2σ(s)e
−σ(s)xds (1.37)

= Q0L
−1
[
e−σx

2kσ

]
(1.38)

demostrating the role of the inverse Laplace transform in obtaining a transient response
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1.2 Infrared thermography

from a known frequency response. Setting σ =
√
s/α and evaluating the inverse

transform leads to the solution corresponding to a Dirac delta pulse [22,42]:

T (x, t) = Q0

2
√
πρckt

e
−x2
4αt (1.39)

µt = 2
√
αt (1.40)

Then,

T (x, t) = Q0

2
√
πρckt

e
−x2

µ2
t (1.41)

This characteristic distance is defined as the thermal diffusion length (for pulsed exci-

tation) or characteristic heat propagation depth [43].

1.2 Infrared thermography

1.2.1 General description

Infrared (IR) thermography is a nondestructive testing (NDT) imaging technique that

allows the visualization of heat patterns on an object or a scene by measuring the radi-

ated heat flux. This can be done in two ways: passive and active. In the first one, there

is not illumination or stimulation, e. g. the human body has a higher temperature

than the ambient, and hence it radiates heat that is easily detected by an IR camera

without any additional stimulation. In the second approach (active), the analyzed ob-

ject is subjected to heating by an external agent. This heating can be performed using

a single pulse or burst of heat or repeating it periodically. In the second case, thermal

waves are generated within the sample that propagates through it by conduction and

induce periodical oscillations in the heat flux radiated by the sample´s surface that

can be measured with an infrared camera with high frame rate and thermal resolution.

For example, in this thesis ultrasonic waves will be generated by mechanical vibration

(vibrothermography) to excite heat in internal features, e.g. cracks. To recover the

amplitude and phase of the temperature field at the heating modulation frequency (for
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1.2 Infrared thermography

example for thermal diffusivity measurement by the slope method) phase resolved mea-

surements must be done, for example by lock-in synchronous detection. One advantage

of active lock-in thermography is that detailed examinations can be performed with a

relatively small energy input to the object. This allows the examination of thermally

sensitive components and the use of relatively simple heat sources. On the other hand,

for non-destructive testing purposes, the phase image is often more informative than

the amplitude one, which strongly depends on the local IR emissivity.

As depicted in Figure 2, there are three classical active thermographic techniques

based on these two excitation modes: lock-in thermography and pulsed thermography,

which are optical techniques applied externally; and vibrothermography, which uses

ultrasonic waves (amplitude modulated or pulses) to excite internal features. Lock-in

thermography is presented first [44].

Figure 1.2: Infrared thermography approaches. [44]

Infrared radiation emitted from the sample surface must travel to the detector through

the atmosphere.Fig. 1.3 shows a diagram of the atmospheric absorption bands. As can

be observed, there are three main areas where low atmospheric absorption occurs,

the socalled atmospheric windows (from 1 to 2.5 μm, from 3 to 5 μm and from 8 to

12 μm) and IR cameras are equipped with detector materials coincident with these

atmospheric windows.

In this work two thermographic cameras have been used. Their main characteristics

are given in Tab. 1.1. The cameras SC5000 are J550M are robust cameras that provide
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1.2 Infrared thermography

Figure 1.3: Absorption spectrum of the atmosphere and its major absorption com-
ponents

low noise and high pixel speed without compromising sensitivity. They have high ac-

quisition speed and accuracy, and allow to do thermal mapping of the sample, a great

advantage over other photothermal techniques based in the detection of infrared radi-

ation. Even small temperature differences can be visualized using the cooled Indium

Antimonide (InSb) detectors. InSb is the most highly developed and widely used semi-

conductor mateial in the 1-5 μm spectral region and one of the most sensitive detector

materials available in the medium-wave spectral region [2]. Compared to Hg1−xCdxTe,

the technology of InSb is less complicated [45] and enables large detector arrays of

reasonable uniformity with more than 1 megapixel.

1.2.2 Lock-In Thermography

The Lock-In Amplification (LIA) technique allows the recovery of amplitude modulated

signals on a known carrier frequency, f , in an environment where the signal to noise

ratio (SNR) is very low. A simple schema to illustrate the LIA operating principle is
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1.2 Infrared thermography

Camera SC5000 JADE J550M
Sensor type InSb InSb
Wavelength 2.5-5.1μm 3.5-5μm
Pixel Resolution 320x256 320x256
Frame rate (max.) Hasta 380 Hz Hasta 400 Hz
NETD < 20mK < 25mK

Table 1.1: Description of the cameras used in this work.

shown in Fig. 1.4 [46].

Suppose that the carrier wave, Sref(t), is a sinusoid of frequency, f , and unit amplitude:

Sref(t) = sin(2πft) (1.42)

generated using the signal driving the periodical excitation element, e.g. a laser. The

signal resulting from the experiment will be an amplitude modulated phase shifted sig-

nal and incoherent random noise, G(t), whose frequency is, for the most part, different

from that of the reference.

Sref(t) = A sin(2πft+ φ) +G(t) (1.43)

Figure 1.4: LIA block diagram
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1.2 Infrared thermography

In a LIA, the input signal is first multiplied by the in-phase reference signal and by a

signal in quadrature with this, i.e. shifted by 90◦, Sref’(t), i.e:

P1(t) = Sin(t)× Sref(t) (1.44)

PQ(t) = Sin(t)× Sref’(t)

It can be demonstrated that for these products result:

P1(t) = 1
2 (A cos (φ)− A cos (4πf + φ)) f + Sref(t)G(t) (1.45)

PQ(t) = 1
2 (A sin (φ)− A sin (4πf + φ)) f + Sref’(t)G(t)

Note that in the previous equations all terms are oscillatory except for the first term

in each of the equations, which are only generated when two components of equal

frequency are multiplied. These oscillatory terms (also G including terms) can be

eliminated by low-pass filtering the signals P and P ′ so that it is obtained:

P=I = A

2 cos (φ) (1.46)

P ′ = Q = A

2 sin (φ) (1.47)

Notice that any harmonic response from the experiment would effectively be handled

as noise in LIA. These two relations can be considered a simple two equation system

with two unknown variables. Solving for A and φ we have:

A = 1
2

√
I2 +Q2 (1.48)

φ = tan−1
(
Q

I

)

Depending on the modulation frequency, a LIA measurement can be a lengthy proce-
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1.2 Infrared thermography

dure. To determine the offset values I and Q with good precision a sufficient number

of cycles must be used.

In a IR thermographic camera each pixel element may act as a single thermal wave

detector. However, one can not connect each detector element with its own lock-in

amplifier required to correlate the local temperature response to the excitation input.

To avoid this difficulty one has to perform a Fourier analysis on the time dependence of

the temperature at each pixel in order to obtain magnitude and phase of temperature

modulation. Such a procedure must be very fast if the Fourier analysis at large pixel’s

numbers should not take more time than the measurement itself. There are other

features that lock-in thermography should consider. It must be able to reduce the

average noise, Anoise well below the noise equivalent temperature difference (NETD)

of the camera, depending on the number of images or frames, N , analyzed, being [47]:

Anoise = 2√
N
NETD (1.49)

The NETD allows us to predict the average amplitude of the random noise level after

a certain acquisition time at a given frame-rate. This is only valid for random white

noise; other noise sources will not behave accordingly [47]. Another important point to

be considered is that the camera’s speed limits the modulation frequency. The Nyquist

sampling theorem tells us that the sampling rate of a band-limited signal must be at

least twice as high in order to digitally reconstruct the signal properly, in our case,

when working at full frame the maximum sampling frequency is 20 Hz, so modulation

frequencies must be below 10 Hz [48]. A faster camera would allow for higher sampling

frequencies [49]. Several approaches exist for lock-in thermography [5,13,50].

The camera used in this work to perform Lock-in thermography is the FLIR SC5000,

which has incorporated lock-in possibilities.

1.2.3 Vibrothermography

It means ultrasound excited thermography, thermosonics or sonic infrared. It was first

proposed as a thermographic non-destructive evaluation (NDE) technique in the late

seventies [51,52].
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1.2 Infrared thermography

Figure 1.5: Scheme of vibrothermography experiment.

Vibrothermography involves the probing of the internal integrity and uniformity of a

sample by observing, through a thermographic camera, the heat pattern produced by

the energy dissipation that occurs when a vibrational excitation is applied [53](Fig. 1.5).

It consists of a piezoelectric transducer, an optional vibration booster and a sonotrode

that is brought into mechanical contact with the test piece in order to induce elastic

waves that propagate inside its structure. These three are designed to have the same

ultrasonic resonance frequency, typically, 20 or 40 kHz.

At the defects, part of this mechanical energy is dissipated as heat, due to rubbing of

the defect’s faces or, in the case of cracks, to plastic deformation at the surrounding area

[54]. The thermal energy produced at the defects diffuses in the material, producing a

temperature rise at the surface that can be measured with an IR videocamera. Given

that the detection is based on heat diffusion, vibrothermography is used to detect

surface breaking or shallow subsurface defects [17].

Coming to the excitation temporal regimes, vibrothermography has been implemented

in basically two schemes: burst and amplitude modulated or lock-in. In burst vibroth-

ermography, short ultrasound pulse (typically from some tens of milliseconds to some

seconds) of constant amplitude is applied to the specimen and the evolution of the

surface temperature distribution of the sample surface is registered with an infrared

camera during and after the excitation. The main advantage of the burst approach is

that the experiment is very fast, as the data acquisition takes at most a few seconds.

The presence of the defect can be evaluated in the raw image sequence or, alternatively,
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1.2 Infrared thermography

a pulsed phase thermography analysis [55] can be conducted, in which the signal at each

pixel is transformed from time domain to frequency domain via the one-dimensional

Discrete Fourier Transform (DFT) to extract amplitude and phase at any of the fre-

quencies contained in the burst, which de-noises the data. Phase images are especially

interesting as they are less affected than amplitude by emissivity variations, surface

orientation and environmental reflections.
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2 Influence of convection-radiation
heat losses: A thermographic study.

2.1 Introduction

In a previous work [56] a simple phenomenological theoretical model has been devel-

oped to account for convection-radiation heat losses (CRHL) in photothermal experi-

ments, whose predictions were compared with the results of measurements using an IR

thermometric technique. This study demonstrated that the CRHLs can have a great

influence when the condition

M = |ZT |H � 1 (2.1)

(see next section) is valid, so that they become more important at low modulation

frequencies for poor heat conducting materials. Based on the studies carried out, a

methodology was proposed for the precise determination of thermal diffusivity. How-

ever, due to the lack of phase sensitive detection in the technique used, these experi-

mental studies were reduced to the analysis of the signal amplitude behavior with the

modulation frequency, as it was very difficult to detect the signal phase to compare

its behavior with that expected following the theoretical model. Here, the IR active

lock-in thermographic technique was used to study the influence of CHRL on the phase

of the photothermal signal.
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2.2 Heat diffusion equation with heat losses: theoretical analysis

2.2 Heat diffusion equation with heat losses:

theoretical analysis

In the analysis performed in sec. 1.1.3, the CRHL were not considered in the boundary

condition of the problem (Eq. 1.17). If they are present (Fig. 2.1), then Eq. 1.17 must

be rewritten as:

− k ∂∆T (x, t)
∂x

∣∣∣∣∣
x=0

= Io

2 Re
[
1 + eiωt

]
−H4T (0, t) (2.2)

Figure 2.1: Energy balance on the sample surface

It can be demonstrated that using this condition the thermal wave solution becomes:

T (x, t) = IoZT

2(1 + ZTH)e
− x
µ

(1+i)−π4 e−iωt (2.3)

Note that Eq. 1.25 becomes a particular case of Eq. 2.3 when the condition 2.2 is

valid.

Therefore, for periodical heating the condition to neglect CRHL respecting conduction

is M � 1. It is easy to see, when compared with Eq. 1.12, that the dimensionless

parameter M plays the same role for time variable thermal phenomena that the Biot´s

number, Bi, does for stationary phenomena. While the later depends on thermal

resistance, the M-number is determined by the thermal impedance.

Substituting ZT in Eq. 2.3 and doing some straightforward calculations Eq. 2.3 takes

the form
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2.2 Heat diffusion equation with heat losses: theoretical analysis

T (x, t) = Aei(ωt−φ) (2.4)

where

A = Io

2H
√

2
M2 − 2

M
+ 1

e−
x
µ (2.5)

is the amplitude

φ = −x
µ

+ arctan
( 1
M − 1

)
(2.6)

is the phase, and

M = H

ε
√
πf

(2.7)

When CRHL are neglected, i.e. when M � 1, the amplitude and the phase reduce to

A|M�1 = Io
2ε
√

2πf e
−x
√

πf
α (2.8)

and

φ|M�1 = −x
µ
− π

4 (2.9)

respectively. As mentioned in sec. 1.1.5, these equations are the basis of the slope

method for measurement of the thermal diffusivity, which can be calculated from the

slopes (L
√

π
α

) of the linear graphs ln(A
√
f) vs.

√
f and φ vs.

√
f if the amplitude and

phase are measured at a well-known distance x = L from the heated region. However,

deviations from the linearity are expected due to the presence of the terms containing

the parameter M in Eqs. 2.5 and 2.6 due to CRHL.
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2.2 Heat diffusion equation with heat losses: theoretical analysis

(a)

(b)

Figure 2.2: a) ln(A
√
f) and b) φ, as a funtion of the square root of the modulation

frequency for 1 mm thick balsa wood and copper samples.
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2.2 Heat diffusion equation with heat losses: theoretical analysis

(a)

(b)

Figure 2.3: a) ln(A
√
f) and b) φ, versus square root of frequency. Simulation of wood

when three cases are considered: the radiation heat losses (red), CRHL (blue) and
in vacuum (black).
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2.3 Experimental configuration

Fig. 2.2 illustrates this situation. They show the results of calculations performed

using Eqs. 2.5 and 2.6 for both ln(A
√
f) and φ as a function of the square root of the

modulation frequency,
√
f , for a sample with low (Balsa wood, α = 2.6 × 10−7m2/s,

k = 0.1W/mK) and high thermal conductivity (copper α = 116 × 10−6m2/s, k =
401W/mK), for L = 1mm. It was used a typical value H = 15W/m2 [26,57].

It can be seen from the computer simulations that CRHL affect the behavior of the

photothermal amplitude and phase channel signals for the low thermal conductivity

sample at very low frequencies, while these parameters are not affected for the high

thermal conductivity sample. The effects of convective heat losses can be minimized

or even eliminated if measurements are performed under high vacuum conditions, but

radiation losses are always present. The Fig. 2.3 shows, for the low thermal conductivity

sample, also the results of calculations for hconv = 0, i.e. when only radiation losses

are present. In this case a value hrad = 6W/m2K was used, as given by the Stefan-

Boltzmann law for a black body like simple (ε = 1) at room temperature T0 = 300K.

It can be seen that the signals are less affected by radiation losses than by CRHL, but

that deviations from the linearity should be expected at low frequencies even when

convection is neglected.

In previous works, the influence of convection and radiation losses on the amplitude of

the signal was studied by infrared thermometry [56, 58]. Due to the reasons outlined

above, only low thermal conductivity materials have been analyzed in which the effects

of CRHL are visible. Because these samples are thermally thick (µ � L, where L is

the thickness) thermal waves reflection at the rear side of the sample doesn’t have any

effect on the model developed above for a semi-infinite sample. Here we are going to

extend the analysis studying also the CRHL influence on the signal phase. For this,

the infrared active lock-in thermography technique will be used.

2.3 Experimental configuration

The experimental set-up is shown schematically in Fig. 2.4a, and a photograph is shown

in part b of the figure. The sample is located in a vacuum chamber designed to perform

measurements under high vacuum conditions and to minimize convection losses. A

laser (Lasever INC 12030701, λ=405 nm and power 300 mW) is TTL-modulated in
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2.3 Experimental configuration

amplitude at a frequency, f . The modulated laser beam impinges uniformly on a

sample that is previously painted black in order to ensure the superficial absorption

of light and an emissivity close to unity. An IR camera (FLIR S5000) interfaced with

a personal computer (PC) was used to measure the temperature oscillations resulting

at the rear (non-illuminated) surface of the sample. Its main characteristics have

been shown in sec. 1.2.1. The interface between camera and PC, and the software

(IR-NDT) for data acquisition and lock-in data processing used, were provided by the

manufacturer.

(a)

(b)

Figure 2.4: a) Schema of the general experimental set-up and b) photo of configuration
used.
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2.3 Experimental configuration

A germanium window was placed between the IR camera and the sample chamber

to prevent laser light incidence on the camera detector. Fig. 2.5 shows the optical

transmission spectrum of the Ge window. In the experimental arrangement the laser

can be switched from position 1 to 2 to allow also measurements in front excitation and

detection condition. In this case the Ge window acts also as a mirror to focus the laser

beam onto the sample. Both, front and rear configurations have been applied during

the course of this thesis work for characterization of several materials systems [58,59].

Figure 2.5: Optical Transmission vs. wavelength for the glass, sapphire and Ge win-
dows.

The sample chamber can be kept at high vacuum (1×10−7 Torr) during measurement,

using a rotatory vacuum pump (Varian Vacuum Technologies, DS 102) coupled to a

turbo molecular vacuum pump (Varian Vacuum Technologies, Turbo-V 81-AG). The

two pumps are controlled by a control panel (Turbo-V 81-AG Rack Controller) in which
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2.4 Experimental results

the necessary vacuum for each measurement can be selected. The vacuum chamber

was designed in the form of a cross and is shown schematically in Fig. 2.6. It is sealed

on the top and bottom using sapphire and glass windows respectively, through which

IR radiation propagates to the IR camera and a laser beam is focused to the sample,

respectively. Fig. 2.5 also shows the optical transmission spectra of these windows.

Figure 2.6: Schema of the vacuum sample´s chamber.

2.4 Experimental results

Measurements have been performed in balsa wood, cork and plastic samples, whose

thicknesses are shown in Tab. 2.1. The amplitude and phase images were collected for

each frequencies, between 50mHz and 250mHz at a step of 10 mHz. Typical result are

shown in Fig. 2.7. The open circles correspond to measurements performed in vacuum,

while squares correspond to measurements without it. Part (a) of the figure shows

A
√
f and part (b) shows the phase as a function of the square root of the modulation

frequency.
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2.4 Experimental results

(a)

(b)

Figure 2.7: a) A
√
f and b) phase as a function of the square root of the modulation

frequency for a balsa wood sample.
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2.5 Conclusions

Solid curves in the figures are the best least squares linear fits in the frequency region

where CRHL can be neglected. From the slopes, m, the thermal diffusivity is calculated

as α = L2π
m2 . It is worth notice that all solid curves in the phase graphs converge to the

awaited π/4 value when f goes to zero. Tab. 2.1 shows the obtained thermal diffusivities

together with literature reported values for comparison, showing a good agreement

between them.

Thickness Thermal Relative α
diffusivity uncertainty literature

(×10−3m) (×10−7m/s) (%) (×10−7m2/s)

Wood
Amp

1.5
2.66±0.12 4

0.82-2.92
Phase 2.55±0.06 2

Cork
Amp

1.4
1.50± 0.08 5

<1.6
Phase 1.49±0.09 6

Plastic PLA
Amp

1.1
1.35±0.03 2

0.6-1.5
Phase 1.34±0.04 3

Table 2.1: Results of measurements.

2.5 Conclusions

An experiment was designed and implemented to determine the thermal diffusivity of

different materials in high vacuum with an error of less than 5%. It was shown that

CRHL become significant at low modulation frequencies for low thermal conductivity

materials. It is observed that there is influence of CRHL in the signal phase too. How-

ever, taking the linear part where CRHL can be neglected, you can calculate a linear

fits and obtain values within the range reported in the literature. The here presented

results should be helpful not only for researchers in the field of photothermal tech-

niques, but also for those dealing with any phenomena involving periodical modulated

heating of samples.

39



3 Characterizing of open vertical
cracks with burst
vibrothermography

3.1 Introduction

In the last decade, the technique of vibrothermography has becomed of great interest

because of its ability to detect defects that are elusive to other NDE techniques. It can

be used in a wide variety of materials, and especially, it is very suited and sensitive

to the presence of kissing cracks as the relative vibration of the faces produces heat,

which diffuses inside the material and can be detected as a temperature variation at

its surface by means of an infrared (IR) camera. With the idea of heading for real

applications, in this work we focus on burst vibrothermography (VT), and we address

the characterization of open cracks. Vibrothermography has turned out to be one of

the most suitable and sensitive techniques to detect these defects, with the advantage of

having a higher penetration potential than thermographic techniques based on optical

excitation.

In a previous work [60], an inversion algorithm was developed, stabilized with a total

variation penalty term, to retrieve the size and depth of kissing cracks (which produce

compact heat sources) from the thermogram obtained at the end of the burst and the

timing-graph corresponding to the central pixel. In this work, open semicircular strip-

shaped heat sources were characterized representing open half-penny cracks when the

heat is produced at a certain contour, which is closer to a real situation with surface

breaking cracks. Moreover, we determine not only the geometry, but also the absolute

flux distribution and total power generated at vertical cracks.

In previous works, the identification of the geometry of buried heat sources from VT

experiments is tackled, both in modulated [61–65] and burst regimes [60,66]. It is well
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3.1 Introduction

known that the lock-in technique has the potential to reduce the noise in the data by

analyzing a large number of images. This allows detecting very weak signals (far lower

than the noise equivalent temperature difference (NETD) of the camera) from defects

that would remain unnoticed in a live image sequence, but data taking is rather time

consuming. In burst regime, the lowest signal that can be detected is limited by the

NETD of the camera, but the experiments are fast, which makes it an ideal technique

for industrial applications. The situations that we considered in our previous works

were kissing vertical cracks, in which heat is produced all along the crack surface,

which leads to the generation of compact heat sources. The geometries we analyzed

included rectangles, triangles and semicircles, the latter being representative of kissing

half-penny cracks. The identification of the geometry of inner heat sources from surface

temperature data, which is a severelly ill-posed inverse problem, was carried out by

regularizing the least square minimization problem, via the addition of penalty terms.

With the idea of heading for real applications, in this work we focus on burst VT,

and we address the characterization of open cracks. Moreover, by inverting raw data

corresponding to the absolute temperature increase at the surface we determine not

only the geometry, but also the absolute flux distribution and total power generated

at vertical cracks. In open cracks the heat generated at the flaw is not characterized

by a compact shape, as heat is not produced along all the crack surface. At the center

of the crack, where the lips are not in contact, there is no friction so the heat sources

have the shape of a band, corresponding to positions where the lips are both in contact

and in relative motion. We take the case of semi-circular stripe-shaped heat sources as

representative of the behavior of open surface breaking cracks.First, we consider the

case in which the flux is homogeneous within the semi-circular band. As a further step

to approach experimental situations with real cracks, we also consider inhomogeneous

flux production within the band, analyzing three different situations: angle-, depth-

and radius-dependent fluxes. Finally, we present inversions of experimental data ob-

tained on samples with calibrated heat sources activated in VT experiments, both

homogeneous and inhomogeneous. With these results, the objective of rapidly charac-

terizing real cracks is promising: it may take only 2 min to locate and characterize the

crack area, including the inversion of the data.

41



3.2 Direct and inverse problems

3.2 Direct and inverse problems

Direct problem

When a constant amplitude ultrasonic burst of duration τ is applied to the cracked

specimen, heat is produced at an area that is smaller than the crack, where the lips

are in contact and in relative motion, typically featuring the shape of a band [67]. So,

to consider the problem closest to reality, we work with cracks that only emit heat in

a certain cut, therefore, the crack is considered as a semicircular band.

Fig. 3.1a shows the geometry of a semi-infinite material contain a planar heat source

of arbitrary shape Ω in plane Π (x = 0) , emitting a constant heat flux Q (~r) during a

time interval [0, τ ]. Under adiabatic conditions at the surface, the general expression

for the surface (z = 0) temperature evolution is given by [66,68]:

Th
(

~rz=0, t
)

=
∫∫

Ω

Q
(
~r’
)

2πk
∣∣∣ ~rz=0 − ~r′

∣∣∣Erfc

∣∣∣ ~rz=0 − ~r′

∣∣∣
√

4αt

 ds′ 0 ≤ t ≤ τ

Tc
(

~rz=0, t
)

=
∫∫

Ω

Q
(
~r’
)

2πk
∣∣∣ ~rz=0 − ~r′

∣∣∣Erfc

∣∣∣ ~rz=0 − ~r′

∣∣∣
√

4αt

− Erfc

∣∣∣ ~rz=0 − ~r′

∣∣∣√
4α (t− τ)

 ds′ t ≥ τ (3.1a)

where, k and α are the thermal conductivity and diffusivity of the material, respec-

tively.

In the case we address, the particular geometry of the heat source is a semi-circular

band of inner and outer radii r1 and r2, respectively. For the sake of generality, we

consider that the upper side is buried at a depth d below the surface (see 3.1b). For

this geometry, the evolution of the surface temperature distribution during and after
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3.2 Direct and inverse problems

(a) (b)

Figure 3.1: Geometry of heat source. a) Heat source of area Ω contained in plane Π
(x = 0). b) Semi-circular stripe-shaped heat source of inner and outer radii r1 and
r2, respectively, buried at a depth d.

the excitation can be expressed as follows:

Th (x, y, 0, t) =
r2∫
r1

π∫
0

Q
(
~r’
)

2πkL Erfc
[

L√
4αt

]
r′dr′dϕ 0 ≤ t ≤ τ (3.2a)

Tc (x, y, 0, t) =
r2∫
r1

π∫
0

Q
(
~r’
)

2πkL

Erfc
[

L√
4αt

]
− Erfc

 L√
4α (t− τ)

 r′dr′dϕ t ≥ τ

(3.2b)

where L =
√

(y − r′ cosϕ′)2 + (d+ r′ sinϕ′)2. Here, r′ and ϕ′ are the planar spherical

coordinates, with origin at the center of the semi-circles.

The purpose of our work is to invert surface temperature data to determine not only

the geometry but also the absolute flux distribution responsible for the observed tem-

perature, in a fast way. In order to reduce the computational cost of the inversion, we

extract selected spatial and temporal information: the thermogram obtained at the

end of the burst Tr = T (x, y, 0, t)and the evolution of the temperature at the origin

Tt = T (0, 0, 0, t). Note that Tr and Tt, combined in T = (Tr, Tt)T (superscript T is

transpose), represent absolute values of the temperature elevation at the surface, due
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3.2 Direct and inverse problems

to the presence of the crack. Inversion of these raw temperatures will allows us to

extract absolute values of the heat flux (and power) emitted by the crack.

Inverse problem

The inverse problem consists in finding the absolute heat flux distribution (Q (~r) in

Eqs. 3.2a and 3.2b) responsible for the measured surface temperature. We address the

problem without assuming any particular shape of the heat source, only the vertical

plane containing the heat sources (easily recognizable from the surface temperature

distribution) is taken as prior knowledge. This approach prevents us from addressing

the inversion as a parameter estimation problem, in which only the parameters de-

scribing a specific geometry are sought. The idea is to mesh the plane that contains

the heat sources (plane Π, x = 0) and find the heat flux at each node (area element)

that minimizes the residual squared R2, i.e., the square differences between the noisy

data, T δ =
(
T δr , T

δ
t

)T
, and the calculated temperatures:

R2 =
∥∥∥Tcalc

(
Qδ
)
− T δ

∥∥∥2
(3.3)

where the noise level is defined as δ2 =
∥∥∥T δ − T∥∥∥2

,being ‖g‖2 =
∫∫
z=0
g2 (x, y) dxdy, and

Qδ is the retrieved flux distribution from noisy data.

The minimization of R2 in Eq. 3.3 involves the determination of a large number

of parameters (equal to the number of nodes used to mesh plane Π). Given the

diffusive nature of heat propagation, the inverse problem is severely ill-posed and the

minimization of the residual in Eq 3.3 requires regularization. The stabilization can

be carried out by adding regularization terms based on Tikhonov (TK0) [69], Total

Variation (TV ) [70], and Lasso (L1) [71] functionals, defined as:

TK0 (Q) =
∫∫
Π

|Q|2 ds (3.4)

TV (Q) =
∫∫
Π

|∇Q| ds (3.5)

L1 (Q) =
∫∫
Π

|Q| ds (3.6)
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3.3 Inversion of synthetic data

Based on these penalty terms, the new residual to be minimized writes:

R2
r
αi

= αiTKTK0

(
Q
δ, r
αi

)
+αiTV TV

(
Q
δ, r
αi

)
+αiLL1

(
Q
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)
+
∥∥∥∥Tcalc (Qδ, r

αi

)
− T δ

∥∥∥∥2
(3.7)

Here each functional is multiplied by a regularization parameter that determines the

relevance of the stabilizing term with respect to the discrepancy term (last term on

the right hand side of Eq 3.7). Finding the appropriate values of the regularization

parameters is a sensitive issue: they should be high enough to actually stabilize the

inversion and, at the same time, as small as possible in order to introduce the smallest

error. Our strategy is to start with rather high values of the regularization parameters

and reduce them in successive iterations (for details regarding the inversion algorithm

see [60]). Obviously, the addition of these penalty terms affects the retrieved solution

Q
δ, r
αi(here r

αi
=
(
αiTK , α

i
TV , α

i
L1

)
represents the combination of the three regularization

parameters). When applying this methodology, the key point is an appropriate deter-

mination of the value of r
αi

, when iterations are stopped. For the sake of clarity, in

the following we denote the final reconstructed heat flux Q
δ, r
αi = QR. In inversions

of synthetic data affected by a given (and accurately known) noise level, applying the

Morozov stopping criterion gives excellent results: it consists in stopping iterations

when the discrepancy term is of the order of the noise in the data [72]. In inversions of

experimental data, on the contrary, the noise level is an uncertain quantity: in addition

to the random noise associated to the temperature measurement, data might also be

affected by systematic (and unknown) errors. For this reason, the application of the

Morozov criterion to experimental data is tricky.

3.3 Inversion of synthetic data

In this section we analyze the performance of the algorithm by inverting synthetic

data calculated for AISI 304 stainless steel (k = 16W/mK, α = 4mm2/s), which is

the material our samples are made of. First, we analyze the case of semi-circular,

stripe-shaped heat sources emitting a homogeneous flux. Eqs. 3.2a and 3.2b have

been computed to generate surface temperature data for a semicircular band of inner
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3.3 Inversion of synthetic data

and outer radii r1 = 1mm and r2 = 2mm, respectively, buried at a depth d = 0.1mm
and emitting a homogeneous flux of Q = 5 × 104W/m2, which corresponds to a total

emitted power of PE = 0.234W. Its 3D geometry is given in Fig. 3.2a). The effect of

changing the radii, the burst duration and the noise level in the data will be analyzed

in the following.

Figure 3.2: a) 3D representation of a semi-circular stripe-shaped heat source of inner
and outer radii r1 = 1mm and r2 = 2mm, respectively, buried at a depth d = 0.1mm
and emitting a homogeneous flux . b) Noisy (5 %, symbols) and fitted (solid line) Tt
at the central pixel. c) and d) Noisy (5 %) and b) fitted Tr, obtained at the end of
τ = 0.5s.

3.3.1 Effect of burst duration

We have tested three burst durations: τ = 0.5, 3 and 8s. In all cases, a 5% random

noise, which is similar to that found in VT experiments, have been added. Fig. 3.2(b)

46



3.3 Inversion of synthetic data

shows the noisy and fitted temperature evolution at the central pixel, Tt, (symbols

and solid line, respectively) corresponding to a burst duration of τ = 0.5s. Fig. 3.2(c)

and (d) show the noisy and fitted thermograms Tr calculated at the end of the burst,

respectively, for the same burst duration.

Figure 3.3: Top: 3D representation of the retrieved absolute heat flux distribution,
QR (~r), corresponding to the real heat source depicted in Fig. 1.2 (d) (r1 = 1mm, r2 =
2mm, d = 0.1mm,PE = 0.234W ), obtained from synthetic data corresponding to
burst durations of (a) τ = 0.5s, (b)τ = 3s, and (c) τ = 8s, and data affected by 5 %
noise. Bottom: 2D gray level representation of the normalized heat source distribu-
tions, . The red lines represent the real contours of the heat sources. The retrieved
maximum flux QM and total power PR are displayed on each reconstruction.

The reconstructions for the three burst durations are depicted in Fig. 3.3. On top, we

present 3D images of the retrieved absolute heat flux distributions, QR (~r). In order to

better visualize the geometry of the heat sources, at the bottom we display a 2D grey

level representations of the normalized heat flux distribution QN (~r), which is defined

as QN (~r) = QR(~r)
QM

, where QM is the maximum value of the retrieved heat flux. White

represents QN (~r) = 1 and black QN (~r) = 0. The values of QM and the total retrieved
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3.3 Inversion of synthetic data

power, PR, are also specified for each reconstruction. As can be observed, not only

the geometry of the heat sources is well identified, but also the absolute values of the

flux and emitted power are retrieved very accurately. Note that the quality of the

reconstructions is rather independent of the duration of the burst.

However, if we reduce the thickness of the stripe down to 400µm (r1 = 1mm, r2 =
1.4mm, d = 0.1mm) while keeping the heat flux Q = 5× 104W/m2(i.e. PE = 0.075W)

and the 5% noise level in the data, the influence of the burst duration on the quality of

the reconstruction is more noticeable. As can be observed in Fig. 3.4, a short (τ = 0.5s)
burst that carries a relatively larger high frequency content provides better definition

of narrow features than a long burst (τ = 5s). The reconstructions from long bursts

exhibit a shadowing effect: the shallow tips appear brighter and sharper than the deep

central side. However, the total retrieved power is rather accurate, the fainter local

flux at the deepest side being compensated by the reconstruction overflowing the real

contour.

3.3.2 Effect of noise level

We have also checked the influence of the noise level in the data on the retrieved heat

fluxes. In Fig. 3.5 we present reconstructions corresponding to the same heat source

depicted in Fig. 3.2a) (r1 = 1mmr2 = 2mm, d = 0.1mm,Q = 5 × 104W/m2, PE =
0.234W) obtained from synthetic data calculated for a burst duration of τ = 2s, affected

by three noise levels: 0.5, 5 and 10%.

The results in Fig. 3.5 demonstrate that the noise level in the data affects both the

distribution of the flux and the maximum flux value: the larger the noise level, the

more pronounced the shadowing effect, meaning that the retrieved heat sources spread

over an area larger than the real area they occupy. However, the shadowing effect does

not affect the retrieved total emitted power, which is identified very accurately even

for data affected by 10% noise.

3.3.3 Non-homogeneous heat sources

The results displayed in Fig. 3.3 to Fig. 3.5 correspond to homogeneous heat sources.

However, in experiments with real cracked samples, the heat distributions generated
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3.3 Inversion of synthetic data

Figure 3.4: The same as in Figura 3.3 but for a narrower heat source of radii r1 = 1mm
and r2 = 1.4mm, buried at the same depth d = 0.1mm, and emitting the same
homogeneous flux of (i.e. PE = 0.075W). Reconstructions obtained for: (a)τ = 0.5s
and (b)τ = 5s

at cracks are very likely inhomogeneous. In order to mimic the conditions we have

tried to implement in experiments with calibrated inhomogeneous heat sources, we

next consider the case of semi-circular stripe-shaped heat sources (r1 = 1mm and

r2 = 2mm, d = 0.1mm) divided vertically into two equal quarters, each one emitting a

homogeneous (but different) flux. We present three cases in which the heat flux emitted

by the left quarter (A) remains fixed QA = 5 × 104W/m2 while the right quarter (B)

emission varies: QB = 1.25 × 104, 2.5 × 104 and 3.75 × 104W/m2. In Fig. 3.6 we

present the 2D grey level representations of the normalized heat flux distributions

obtained from synthetic data calculated for a τ = 1s burst, affected by 5% noise.
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3.3 Inversion of synthetic data

Figure 3.5: The same heat source as in Figura 3.3, but for a burst duration of τ = 2s.
Three noise levels are considered: (a) 0.5 % and (b) 5 % and (c) 10 %

As can be seen, the reconstructions give good geometrical representations of the two

homogeneous quarters, as well as very accurate values of the absolute fluxes and powers

in all cases. This result indicates the adequacy of the penalty terms selected to stabilize

the inversion.

In order to further approach real situations in VT experiments with open cracks, in the

following we consider three different continuously varying fluxes within semi-circular

stripe-shaped heat sources of radiir1 = 1mm, r2 = 2mm and depth d = 0.1mm,

namely, depth-, angle- and radius-varying fluxes. The 2D grey level representations of

the normalized reconstructions are displayed in Fig. 3.7. In all cases, the temperature

data for the inversions were calculated for τ = 1s and for fluxes varying linearly from 0
to 5× 104W/m2 as a function of the corresponding spatial coordinate (lower figures).

For each distribution, we display reconstructions obtained by inverting data with two

noise levels: 1% and 5%. The nominal and retrieved maximum flux and total power

are summarized in Tab. 3.1.
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3.3 Inversion of synthetic data

Figure 3.6: 2D grey level reconstructions obtained for semi-circular stripe-shaped
heat sources (r1 = 1mm and r2 = 2mm, d = 0.1mm) divided into two quarters. The
heat flux on the left is fixed QA = 5× 104W/m2 while heat fluxes on the right vary:
(a)QB = 1.25× 104W/m2 , (b)QB = 2.5× 104W/m2 and (c)QB = 3.75× 104W/m2.
The third row corresponds to the nominal heat fluxes, while the fourth one stands
for the retrieved fluxes at the homogeneous zones of the reconstructions.

Inspection of Fig. 3.7 shows that, although the radius dependent flux is hard to char-

acterize, the geometrical variation of the depth-dependent flux is in qualitative good

agreement with the true flux and that the identification of the angle-dependent flux

is really accurate. This indicates that the algorithm is able to identify smooth flux

variation as opposed to large gradients, the performance being better if the variation

is quasi-parallel to the surface, rather than in depth.

On the other hand, the results also show that the quality of the reconstructions depends

largely on the noise in the data so, in order to precisely identify inhomogeneous fluxes,

a low noise level in the data is highly desirable. Regarding the absolute values of the

retrieved fluxes, the coincidence with the nominal values is not that accurate, but once

again, the coincidence between the nominal and retrieved total power is excellent.

These results point out to an outstanding ability of the proposed method to identify the

thermal power emitted by a vertical crack in VT experiments. Moreover, the geometry

of the heat flux and the absolute values of the heat flux distribution can be determined

very accurately for blocky-type flux distributions. The method reaches its limits when

it comes to identify large continuously varying flux gradients, but the reconstructions

of smooth flux variations are noticeably accurate.
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3.4 Experiments and inversion of experimental data

Figure 3.7: 2D grey level representation of the normalized heat flux distribution,
QN (~r), corresponding to heat sources of the same shape (r1 = 1mm, r2 = 2mm
and d = 0.1mm) emitting linear (a) angle-dependent, (b) depth-dependent, and
(c) radius-dependent fluxes, obtained from synthetic data corresponding to a burst
duration of τ = 1s and noise levels of 1 % and 5 %. The last raw corresponds to the
real heat flux distribution.

3.4 Experiments and inversion of experimental data

The measurements presented below were made in the photothermal techniques labo-

ratories of the Universidad del Páıs Vasco (UPV), Bilbao, Spain. In order to test the

method with experimental data, we need to prepare samples that generate calibrated

inner heat sources when excited with ultrasounds. The preparation of the samples is

intended to produce a homogeneous heat flux. They basically consist of two identical

parts, made of AISI 304 stainless steel, featuring perfectly matching, well rectified flat

surfaces [73]. A diagram of the samples is depicted in Figure 3.8a. We put a Cu slab,

37 µm thick, of known dimensions between the two flat surfaces, and we attach the

two parts with screws. When we launch the ultrasounds there is friction between the

Cu slab and the steel surfaces, so the Cu slab becomes a heat source. We also place

two more Cu slabs of the same thickness at the back side of the flat surfaces, to guar-

antee that they are parallel. These additional Cu slabs are located far enough from

the surface where data are taken, so that they do not disturb the surface temperature

distribution generated by the calibrated slab. The parallelism of the two steel parts

guarantees a homogeneous heat flux along the surface of the Cu slab.

The vibrothermography setup is shown in Figure 3.8b. We use a tunable (15-25 kHz)

ultrasound equipment from Edevis with a maximum power of 2 kW (at 20 kHz), and we

excite the sample at a single ultrasound frequency of 22.9 kHz. The sample is excited
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3.4 Experiments and inversion of experimental data

Angle dependence Depth dependence Radius dependence

Noise level
1 5 1 5 1 5

(%)

Nominal 5× 104 5× 104 5× 104
QM(W/m2)
Retrieved 4.7× 104 4.4× 104 3.0× 104 2.5× 104 3.7× 104 3.2× 104
QR(W/m2)

Nominal
0.120 0.104 0.130

PE(W)
Retrieved

0.118 0.118 0.102 0.103 0.128 0.129
PR(W)

Table 3.1: Nominal and retrieved values of the maximum flux and power correspon-
ding to the reconstructions depicted in Figura 3.7.

with constant power bursts ranging from 0.5 to 3.5 s, and ultrasound electrical powers

ranging between 60 and 120 W. The sample surface is covered with high emissivity

paint. A thin aluminum film is inserted between the sample and the sonotrode to favor

the injection of the ultrasounds in the sample. We capture the radiation coming from

the sample surface with an infrared video camera (JADE, J550M from Cedip), working

in the 3.5 to 5 m range, equipped with a 320 x 240 detector and a 50 mm focal length

lens. In each film, the first frame is subtracted to obtain the temperature rise above

the ambient and to compensate for eventual emissivity inhomogeneities.

It should be noted that before starting the measurements, some basic measurements of

compact cracks were made (rectangles), thus ensuring that measurements were being

made correctly. The pressure that the two screws make to join the two parts of the

sample is important 3.8a, it must be ensured that it is not too fixed: otherwise, the

vibration will not be generated as it should be. And not so weak because it would not

generate vibration.
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3.4 Experiments and inversion of experimental data

(a) (b)

Figure 3.8: Scheme of the experiment. a) Diagram of the samples containing the Cu
films. b) Picture of the setup with the sample in place for excitation.

Figure 3.9: a) optical image. b) reconstruction of experimental data obtained for
a rectangular at a depth of d = 0.15mm showed at the left in the micrograph. c)
Experimental (symbols) and fitted (solid line) timing graph measured at the central
pixel.

In the Fig. 3.9 is observed that it is a good reconstruction despite being at a large

distance from the surface. Despite its base be at a distance d = 1.3 mm and its height

is 3 mm, the algorithm manages to reconstruct the image.
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3.4 Experiments and inversion of experimental data

Figure 3.10: a) Experimental thermogram obtained at the end of a burst of τ =
0.5s, for a semi-circular Cu band on radii r1 = 1.2mm, r2 = 2.1mm buried at a
depth of d = 0.15mm. b) Fitted thermogram and c) residuals of the thermogram. d)
Experimental (symbols) and fitted (solid line) timing graph measured at the central
pixel, and e) residuals of the timing graph. f) Evolution of the maximum flux along
the iteration process. The red arrow indicates the iteration where the process was
stopped.

Next, reconstructions of defects that simulate open cracks will be shown. We took

data on samples containing calibrated Cu slabs of different geometries and dimensions,

on which we applied bursts of different durations. As an example, in Fig. 3.10 we

show experimental Tr and Tt data together with the fittings, the residuals, and the

evolution of the maximum heat flux distribution QM retrieved along the iteration

process, for a semi-circular Cu band of radii r1 = 1.2mm, r2 = 2.1mm buried at

a depth of d = 0.15mm, excited with a burst duration of τ = 0.5s. In order to

apply the Morozov stopping criterion (which is based on knowledge of the noise in the

data) to experimental data, an accurate determination of the noise level in the data

is necessary. This is not easy to accomplish with experimental data. Accordingly,

we have sought an alternative, phenomenological stopping criterion. We have looked
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3.4 Experiments and inversion of experimental data

at the maximum retrieved flux along the iteration process QM and we have found

that the evolution of this quantity features a disruption at the iteration that provides

the optimum reconstruction (see Fig. 3.10f)). After this iteration, the maximum flux

increases at a rate much larger than the rate in previous iterations, and the area of the

reconstructed flux shrinks very fast and features spikes.

This is indicative of the minimization becoming unstable due to very low values of the

regularization parameters in Eq. 3.7. The reconstructions depicted in Fig. 3.10 have

been obtained by stopping the iteration process at iteration no. 21. This stopping

criterion has been applied in all the following experimental reconstructions.

Figure 3.11: Top: 3D representations of the heat flux distributions retrieved for a
semi-circular Cu band of radii r1 = 1.2mm, r2 = 2.1mm buried at a depth of d =
0.15mm, excited with three burst durations: a)τ = 0.5s, b)τ = 0.5s and c)τ = 0.5s.
Bottom: 2D grey level representation of the normalized heat flux distributions.

As can be observed in Fig. 3.10, the quality of the fittings is quite good. The residuals

in the thermogram (Fig. 3.10c)) are random, and limited to 0.1 K. The residuals in the

timing graph (Fig. 3.10e)) are also essentially random and below 0.1 K. The maximum

temperature rise in this data set is 1.5 K, so the residuals are below 10%. The 3D

representation of the retrieved flux distribution QR (~r) and the grey level representation
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3.4 Experiments and inversion of experimental data

of the normalized heat flux distribution QN (~r) retrieved from the inversion are depicted

in Fig. 3.11a). In Fig. 3.11b) and Fig. 3.11c) we represent the reconstructions obtained

for the same Cu slab and longer bursts: 1 and 3.5 s. The maximum flux and total

power retrieved from the fittings are also written on each reconstruction.

The ultrasounds were applied with the same electrical power of 60W in all cases. Al-

though we do not have reference values for the emitted flux and power, we obtain

consistent values of the retrieved maximum flux and total power in the three cases,

although the values increase slightly with the (b), (a), (c) sequence. It is worth men-

tioning that the sequence of data taking was also (b), (a), (c). The increase in the

retrieved maximum flux and total power might be associated to variations in the tight-

ening of the screws joining the two steel parts together during the excitation process.

We also took data on samples containing Cu slabs of other dimensions and geometries,

and buried at different depths. The reconstructions are depicted in Fig. 3.12, together

with the retrieved values of the maximum flux and total power, and the micrographs

of the Cu slabs used to take data.

Figure 3.12: Top: reconstruction of experimental data obtained with Cu slabs of
the geometry indicated by the red line, for different burst durations. The retrieved
maximum flux and total power on each reconstruction. Bottom: micrographs of the
Cu slabs used to take data.

Finally, we tried to conduct an experiment with an inhomogeneous heat source. Gener-

ating a continuously varying and calibrated flux is very challenging in VT experiments.
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3.4 Experiments and inversion of experimental data

Given that our samples are intended to produce a homogeneous flux over the area of

the Cu slab, we decided to use Cu films with different treatments to generate homoge-

neous (but different) fluxes within both slabs: one of the sheets was made of annealed

Cu and the other of hard Cu. We took data on a sample containing two Cu bands

with an approximate shape of a quarter of a cycle each made of one type of film (see a

micrograph of the Cu slabs on the steel surface in Fig. 3.13a). In Fig. 3.13b) and c) we

show the 2D grey level representation of the normalized heat flux distribution QN (~r)
and the 3D representation of the retrieved heat flux distribution QR (~r), respectively.

As can be seen, the reconstruction exhibits two different areas with almost homoge-

neous flux, which roughly correspond to the areas of the two Cu slab quarters. The

values of the fluxes retrieved at the two green dots depicted in Fig. 3.13c) with denom-

inations A and B are QA = 1.9×104(W/m2) and QB = 1.4×104(W/m2), respectively.

The retrieved total emitted power is PR = 0.523(W). Once again, we do not have an

independent estimation of the real flux, but the small difference between the fluxes on

both sides is plausible, as we obtained the data with two slabs of the same material

but slightly different surface condition.

Figure 3.13: a) Micrograph of the two Cu slabs used to produce an inhomogenous
heat flux. b) 2D grey-level representation of the normalized heat flux distribution
QN (~r) and c) 3D representation of the retrieved flux distribution QR (~r) for τ = 2s.
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3.5 Conclusions

The results of this chapter show that it is possible to determine the geometry of heat

sources , i.e., inversions of synthetic data with added uniform noise indicate that the

flux distribution is retrieved very accurately in the cases of homogeneous and step-

shaped fluxes. Continuously varying fluxes can be characterized if the gradient is not

large and occurs preferably in the direction parallel to the surface, but the total emitted

power is retrieved very accurately, regardless of the specific spatial dependence. The

experiments performed on samples containing geometrically calibrated heat sources

provide results that seem consistent, even if there are not references for absolute fluxes

and emitted powers. The methodology is also applicable to kissing cracks producing

compact heat sources. We believe that this approach, which allows to characterize

the flux and power generated at vertical cracks in VT experiments, will be helpful to

understand the interrelationship between strain and heat production in VT and may

contribute for further development of the technique. Now, the next step is to analyze

inclined samples, which is presented in chapter 4.
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4 Characterization of slanted buried
planar heat sources

4.1 Introduction

In this chapter, we present a first approximation to extend previous works [60, 66] (in

time domain) with the aim of characterizing any type of planar defect of arbitrary

inclination, using infrared thermography with a laser beam excitation that makes the

defect behave as a heat source.

As a first step, we calculate the evolution of the surface temperature distribution

produced by step-heated slanted buried planar heat sources of sample and we present

simulations to illustrate the effect of the dimensions, depth and inclination on the

surface temperature distribution. Finally, we prepare 3D printed plastic (optically

transparent) parallelepiped samples, containing embedded graphite slabs of different

inclinations. The results of the experiments have been compared with the predictions

of the theory and a good agreement has been found.

4.2 Theory

We calculated the evolution of the surface temperature distribution produced by a

rectangular heat source of width w and height h contained in plane that makes an

angle φ with the sample surface. The upper side of the rectangle is buried at a depth

d. The rectangle emits a constant and homogeneous heat flux of intensity Io during

a time interval τ and the sample is assumed as semi-infinite and under adiabatic

conditions at the surface. The geometry is shown in Fig. 4.1

The temperature at the surface of a material of thermal conductivity, k, and diffusivity,

α, can be easily obtained by generalizing the calculation corresponding to a vertical
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4.2 Theory

Figure 4.1: Geometry of a rectangular heat source of width w and height h contained
in plane Π that makes an angle with the surface. The upper side of the rectangle is
buried at a depth d below the surface

heat source [60]:
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where m = tanφ.
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4.3 Simulations

Below we will show some simulations that we carry out in order to see the influence

of the crack inclination parameter on the temperature for different inclinations and

dephts. All surface temperature data are normalized to the temperature value at the

origin of coordinates and at the end of the burst Tn = T (x,y,0,t)
T (0,0,0,τ) . The material param-

eters used in the simulations are those of photopolymer resin PR48 (α = 0.13mm2/s,
k = 0.24W/mK), the material our samples are made of.

For the different inclinations: For inclinations of 0◦, 20◦, 45◦ and 70◦, in the Fig. 4.2

we present the natural logarithms of the evolution of normalized temperature as a

function of the time calculated at at (0,0,0). The crack dimensions were: w = 2mm,

h = 2mm and buried at d = 2mm. The burst durations in Fig. 4.2 are a) τ=5s and b)

τ=50s. Both images (a y b) show that the inclination is very noticeable in the cooling

parts of curve.

Figure 4.2: Natural logarithms of synthetic temperature to different inclinations for
data corresponding to a breaking crack of width w = 2mm and height h = 2mm and
buried at d= 2mm, for two burst durations: (a) τ = 5s and (b) τ = 50s

The Fig. 4.3 shows natural logarithms of the normalized temperature, along the OX. It

is noticeable the different inclinations: the inclination shows a effect important in the
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4.3 Simulations

maximum of the curve. In the image you can see an asymmetry with respect to the

x axis for each inclination. When the sample is tilted, its maximum heat point runs

in the direction of the x axis. Something that would not be visualized if it is plotted

with respect to the y axis.

Figure 4.3: Simulation natural logarithms of the normalized temperature, along the
OX for a breaking crack of width w = 2mm and height h = 2mm and buried at
d= 2mm, calculated for burst durations of τ = 5s.

For different depths: The Fig. 4.4 and Fig. 4.5 show the natural logarithms of the

normalized temperature for different depths with 45◦ inclination along the x axis and

as a function of time respectively. The crack dimensions is the same: w = 2mm,

h = 2mm and buried at 1mm, 2 mm, 5 mm and 10 mm.

For different burst durations the results seems to be very similar to those reported

elsewhere [66]. Fig. 4.4 and Fig. 4.5 showing that the time graphs are more useful to

discriminate between cracks located at different depths, i.e., it indicates that the effect

of depth is very noticeable in the timing graphs, actually, for the deepest crack and the

shorter burst duration, the maximum temperature rise occurs after the burst is over.

The timing graph (Fig. 4.5b) during the cooling period is sensitive to the height of the

heat source
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4.3 Simulations

Figure 4.4: Natural logarithms of the normalized temperature calculated at τ = 5s
along of X-axis for a crack with the same dimensions of the Fig. 4.2 but different
distance to the surface (depths) and 45◦ inclination.

Figure 4.5: The evolution of the normalized temperature calculated at (0,0,0) as a
function of the time for a crack wit the same dimensions of the Fig. 4.2 but
different distance to the surface and 45◦ inclination. (a) τ = 5 s and (b) τ = 50 s

For different bursts: In the Fig. 4.6 these simulations suggest that any burst dura-

tion might be adequate to retrieve the dimensions of the inclinate rectangular crack.
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4.4 Experiments

However, we must take into account For long bursts, the timing graphs become less sen-

sitive since the “effective distance” of all the locations in the heat sources is small com-

pared to the thermal diffusion length associated to the burst duration Lc =
√
τα [22].

Figure 4.6: (a) Natural logarithms of the normalized temperature calculated at t =
τ, a profile along of X-axis, for a a breaking crack of width w = 2mm and height
h = 2mmwith inclination (20◦) but for different burst. And (b) the evolution of the
normalized temperature calculated at (0,0,0) as a function of the normalized time,
t/τ.

4.4 Experiments

In order to check the ability of the method to characterize inclined cracks, we have

prepared 3D printed photopolymer resin (PR48) rectangular blocks (shown as Ï in

the Fig. 4.7) containing embedded 100 µm thick graphite slabs of square shape (L =
1, 8mm) and different inclinations with respect to the surface. The shortest distance

of the slabs to the blackened surface of the block is d. This front surface was painted

black to increase optical emissivity for thermographic purposes. The PR48 is optically

transparent in the visible spectral region, allowing the excitation of the graphite slabs

from the sample´s rear or lateral side depending on the inclination, using a diode laser

emitting at 530nm and power P = 200mW. Care was taken in order to assure uniform

illumination of the slab and to avoid undesirable light absorption by the black surface.
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4.4 Experiments

The time duration of the excitation was 20s and 40s . The thermal diffusivity, α,

and the effusivity, ε, of the PR48 material were determined by the photopyroelectric

(PPE) technique in the back [74] and front [75] detection configuration, respectively.

The obtained values were α = 0.13mm2/s and ε = 660Js−1/2K−1m−2, from which the

thermal conductivity was calculated as k = ε
√
α = 0.24W/mK.

Figure 4.7: Photograph of the experimental set-up

Figure 4.8: Thermal image of sample (20◦) at t = τ = 20s

Thermographs from the blackened surface were collected from the very beginning of

the excitation, using a FLIR SC 5000 camera with framerate of 25Hz and each pixel in
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4.4 Experiments

the detector averages the temperature over a 90 μm side square in the sample surface.

The Fig. 4.8 shows a thermal image typical of the samples.

Figure 4.9: Evolution of the normalized temperature calculated at (0,0,0) as a function
of the time for 20◦ and burst τ=20s.

Figure 4.10: Natural logarithms of the normalized temperature calculated at t =
τ=20s, a profile along of X-axis and different inclination (left 70◦, right 20◦)

Next, some experiments will be shown which validate the information of the simula-

tions. The fitting program is still being worked on, so that only experimental data are
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4.5 Conclusions

presented together with the theoretical values. Despite not being fittings the results

are quite good. We analyzed both temperature versus time (Fig. 4.9), and along the

X and Y axes (Fig. 4.10, Fig. 4.11). The crack dimensions were: w = 2mm, h = 2mm.

The sample of 70ř inclination is buried at d = 1.8mm and of 20ř inclination is buried

d = 2mm.

In the Fig. 4.11 we can see the influence of the inclination in the results. In effect,

regardless of the burst the difference between the inclinations is still appreciating.

Figure 4.11: Natural logarithms of the normalized temperature calculated at t = τ,
a profile along of X-axis, with inclination 20◦ (left) and 70◦(right) for different burst
(black circle:20s and red: 40s)

4.5 Conclusions

The surface temperature simulations obtained for different inclinations and depths of

the crack indicate that, the inclination of the crack could be determined in the future.

it has been shown that the surface temperature is sensitive to the inclination and depth

of the heat source, the experimental data are in good agreement with the predictions

of the model and this allows us to think that in the future it will be possible to

characterize the heat sources from of the information you have shown (Timing graph

and thermogram). For this the development of different algorithms is mandatory.

Work in this direction is underway.
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Conclusions

It was designed and implemented an experimental set-up for active thermography mea-

surements in front and rear detection configurations. With this experimental system,

thermally thick samples were characterized (thermal diffusivity) and the influence of

heat losses by convection and radiation on bad conductors was observed not only in

amplitude as in previous works but also in the signal phase. It was shown that CRHL

become significant at low modulation frequencies for low thermal conductivity mate-

rials. It is observed that there is influence of CRHL in the signal phase too. The here

presented results should be helpful not only for researchers in the field of photother-

mal techniques, but also for those dealing with any phenomena involving periodical

modulated heating of samples.

On the other hand, it has been demonstrated that the results indicate that it is possible

to characterize both the heat flux distribution and the thermal power emitted by cracks

in VT experiments. It was shown by computer simulations aided with experiments

involving excitation with light that it is possible to characterize oblique cracks. Also,

the angle of inclination can be detected in the graphs of timing graph and especially

in the distribution of temperature along the x and y axis.

The work carried out throughout this thesis serves as the basis for future lines of re-

search related to thermal characterization of materials and imaging and reconstruction

of cracks of any shape and in any position. The experimental system of chapter 2

allows to work in vacuum, opening the way to be able to characterize in a future thin

films, philaments, anisotropic materials, among others. Regarding chapters 3 and 4,

with these contributions it is observed that the characterization of real cracks is get-

ting closer. Now, the most immediate interest is in using the inversion algorithm for

the characterization of inclined cracks instead of vertical ones and for the reduction of

shadowing present in the reconstruction of certain geometries.
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monitoring systems using taguchiâĂŹs method,” Journal of Materials Processing
Technology, vol. 124, no. 3, pp. 372–383, 2002.

[9] E. Johnson, P. Hyer, P. Culotta, and I. Clark, “Evaluation of infrared thermogra-
phy as a diagnostic tool in cvd applications,” Journal of crystal growth, vol. 187,
no. 3-4, pp. 463–473, 1998.

[10] F. Mercuri, U. Zammit, N. Orazi, S. Paoloni, M. Marinelli, and F. Scudieri,“Active
infrared thermography applied to the investigation of art and historic artefacts,”
Journal of thermal analysis and calorimetry, vol. 104, no. 2, p. 475, 2011.

73



Bibliography

[11] R. L. Thomas, L. D. Favro, X. Han, Z. Ouyang, H. Sui, and G. Sun, “Infrared
imaging of ultrasonically excited subsurface defects in materials,” May 22 2001,
uS Patent 6,236,049.

[12] L. Favro, T. Ahmed, X. Han, L. Wang, X. Wang, Y. Wang, P. Kuo, R. Thomas,
and S. Shephard, “Thermal wave imaging of aircraft structures,” in Review of
Progress in Quantitative NonDestructive Evaluation. Springer, 1995, pp. 461–
466.

[13] X. Maldague, “Theory and practice of infrared technology for nondestructive test-
ing,” 2001.

[14] G. C. Holst, Common sense approach to thermal imaging. SPIE Optical Engi-
neering Press Washington, 2000.

[15] C. Meola, Infrared thermography recent advances and future trends. Bentham
Science Publishers, 2012.

[16] C. Ibarra-Castanedo and X. P. Maldague, “Infrared thermography,” in Handbook
of technical diagnostics. Springer, 2013, pp. 175–220.

[17] A. Castelo Varela, “Characterization of vertical cracks using lock-in vibrothermog-
raphy,” Ph.D. dissertation, Universidad del Páıs Vasco, 2017.
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[57] A. Salazar, E. Apiñaniz, A. Mendioroz, and A. Oleaga,“A thermal paradox: which
gets warmer?” European Journal of Physics, vol. 31, no. 5, p. 1053, 2010.
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