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Motivation 

• Dendritic computing (DC): 
– Single Layer Morphological Neuron  
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Motivation 

•  Problems of DC 
– Ad-hoc learning algorithm 
– Overfitting 
– Lack of regularization 

•  Aims of the work 
– Improve generalization 
– Propose a general learning framework 
– Introduce regularization to obtain sparseness 
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Strategy  

• Define a variation of SLMN 

• Which can be assimilated to “lattice 
kernels” 

•  Apply Sparse Bayesian Learning to obtain 
–  sparseness 
– generalization  
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Lattice kernels 

•  Lattice kernel formulation of the SLMN 
– System’s response 

– Kernel response 
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Learning Lattice kernels 

•   
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Learning lattice kernels 
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Sparse Bayesian Learning 

• Data likelihood 2-class classification 

•  A priori of the weights 
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Sparse Bayesian Learning 

• Hyperparameters “uninformative” a priori 

• Goal: simultaneous estimation of weights 
and hyperparameters 
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Sparse Bayesian Learning 

• Decomposed into the posterior of the 
weights 

•  Posterior of the hyperparameters 

• Uniformative prior implies that is enough to 
compute 
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Relevant dendritic computing 

• Data likelihood based on the lattice 
kernels model 

•  Spike and slab prior of the parameters 

NABIC 2011, Salamanca, oct. 2011 12 



Relevant dendritic computing 

•  It is possible to formulate the log-posterior 
of the weights 
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Relevant dendritic computing 
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Experimental results 
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Experimental results 
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Conclusions  

•  Lattice kernel classification model 
•  Trained with Monte Carlo Methods 
•  Application of Sparse Bayesian Learning, 
• Results on benchmark datasets are 

promising 
•  Less sparse than RVM results  
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•  Thank you for your attention 
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