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Abstract

In this paper, we present an abstract framework which deseralgebraically the
derivation of order conditions independently of the natfréifferential equations consid-
ered or the type of integrators used to solve them. Our stredhcludes a Hopf algebra
of functions, whose properties are used to answer seveestigns of prime interest in
numerical analysis. In particular, we show that, under soridé assumptions, there exist
integrators of arbitrarily high orders for arbitrary (mbed) vector fields.

1 Introduction

When one needs to compute the numerical solution of a diffeleequation of a specific type
(ordinary, differential-algebraic, linear...) with a rhetl of a given class of one-step numerical
integration schemes, a deciding criterion to pick up thatrine is its order of convergence:
the systematic determination of order conditions thus afgpas a pivotal question in the nu-
merical analysis of differential equations. Given a fanafyvector fields with some specific
property (say for instance linear, additively split intoimelar and a nonlinear part, scalar...)
and a set of numerical schemes (rational approximationseoéxponential, exponential inte-
grators, Runge-Kutta methods...), a fairly general recmesists in expanding into series both
the exact solution of the problem and its numerical appraiom: order conditions are then
derived by comparing the two series term by term, once tineilependence has been estab-
lished. Depending on the equation and on the numerical rdethese series can be indexed
by integers or trees, and can expressed in terms of elengediffarentials or commutators of
Lie-operators. Despite the great variety of situationsoentered in practice and of ad-hoc
techniques, the problems raised are strikingly similar@tbe described as follows:



(Q1) is it possible to construct a set of algebraically irefegent order conditions?

(Q2) what are the order conditions corresponding to a scludrtaned by composition of two
given methods?

(Q3) are there numerical schemes within the class considefr@rbitrarily high order for
arbitrary vector field?

(Q4) are there numerical schemes within the set of methausidered that approximate mod-
ified vector fields?

The Butcher groupBut72, originally formulated to address these questions for dun
Kutta methods, has a rich structure with (as first pointedbguyiDur86]) an underlying com-
mutative Hopf algebra of rooted trees. In the past few yearsh a Hopf algebra turned out to
have far-reaching applications in several areas of mattiesrend physics: they were rediscov-
ered in non-commutative geometry by Connes and Mosco@iki98] and they describe the
combinatorics of re-normalization in quantum field theosydascribed by Kreimeire9g].
Hopf algebras on planar rooted trees have been recentlyjdeved and studied for generaliza-
tions of Runge-Kutta methods to Lie group integratdvi&pV08, BO0Y. The Hopf algebra of
rooted trees associated to Butcher’s group (as well as tipé &#lgebras of planar rooted trees
in [MKWO08, BO0Y]) can be seen as a particular instance of a more generalrgotisih that
we consider in the present work: given a grodpof one-step integration schemes together
withamapr : G x R — G (that corresponds to re-scaling the time-step) and a/Seatf
functions onG (describing how close are two integration schemes to edwr)otve consider
the algebra of functiong{ generated byZ , which under some natural assumptions gives rise
to a commutative graded algebra of functions®@rihat turns out to have a Hopf algebra struc-
ture. Within this algebraic framework, we then address thestions listed above and provide
answers that are relevant to many practical situations.

The paper is organized as follows: in Sectiyrwe present two simple situations aimed at
introducing and motivating the main objects consideretiénsequel. The first example is con-
cerned with convergent approximations of the exponentiblle the second one is concerned
with approximations of two-by-two rotation matrices. Inthaases, the set of integrators
equipped with the composition law forms a grogp while functions onG relevant to order
conditions “naturally” form a graded algebrd . Though several options exist to express the
order conditions, the algebra of functions they generate is the same. We also demonstrate
in these two situations that the relation initiating theproduct in H can be derived easily.

Section3 constitutes the core of the paper: it introduces an algelw@icept, that we call
group of abstract integration schemamposed of a grou; , an algebraH of functions
on G, and a scaling map whose existence is essential to the subsequent resultsegife b
by proving that, under some reasonable assumptions of &ymlgebraic nature, the algebra
‘H can be equipped with a co-product and an antipode, that ged¢a a graded Hopf algebra



structure. In particular, the co-product &f is per se the key to the second question in our
list. It furthermore endows the linear duat* of H with an algebra structure, where a new
group G and a Lie-algebrgy can be defined and related through the exponential and {ogari
maps. These two structures, standard in the theory of coativeiHopf algebras, are of prime
interest in our context, sincg can be interpreted, in the more usual terminology of ODEs, as
the set of “modified vector fields”, whil§ can be interpreted as a larger group of “integrators”
containing G . We then prove that all elements ¢f can be “approximated” up to any order
by elements ofG . With an appropriate topology fog , this can be interpreted by saying that
G is dense inG : this answers the third and fourth questions in our list. piwof of this result
also provides a positive answer to the first question of @r li

Section4 considers the application of the results of previous sestio the case of compo-
sition integration methods. The group of abstract integmaschemes is constructed explicitly
leading to a new set of independent order conditions.

2 The derivation of order conditions in two simple situatiors

In this section, we consider two simple and hopefully ertbging examples and show how the
derivation of order conditions naturally lead to some ofdbgcts used in the sequel.

2.1 Approximation of the exponential by convergent series

Consider the class of integratots for the linear equation

y=Ay (2.1)

which can be expanded in the parameter \h as a convergent series of the form
P(z) =1+ Z apz”
k=1

on adiscD(0,74) C C. For instance, one might think of explicit Runge-Kutta noets, for
which v(z) is a polynomial, or of implicit Runge-Kutta methods, for whi(z) is a rational
function. The set

G ={¢; Iry >0, V2 € D(0,7y), P(z) = 1+ Y _ ar2"}
k=1

is a group for the usual products of series. The scaling mapG x R — G is defined as

(¥)x = v(, A) where (¢)x(z) = (Az)



Moreover, we can define a set of embedded equivalence nzia(ﬁz)) on G by saying that,
giveny and ¢ in G,

v 24— P2) = o(z) + O as z— 0.

An integrator ¢ € G is then said to be of ordep > 1 if and only if (Pé) ©, where

©(z) = exp(a1z) (with a; = ¢’(0)). Note that, owing to our definition, any € G is at
least of order 1. Also, itis clear that i € G is of ordern, then forall A € R, (v), is also
of ordern .

2.1.1 Two different sets of functions generating the orderanditions

In this part, we introduce two different sets of functionatthoth generate the order conditions.
Each is based upon one of the following equivalent defingtiohorder

P(z) (g exp(aiz) <=1+ log(¥(z)) (Q 1+aiz,

and are thus expected to generate the same algebras. Hpsgwerof the questions in intro-
duction are more conveniently answered using one set rithprthe other.

We define the functions:;, i = 0,...,00 of RY, i.e. functions fromg into R, as
follows: forall ¢ € G,

uo(v) = 1 andu,(v) = a; fori > 1.
An integratoriy € G is then of orderp > 1 if and only if

(w1 ()"

i!

V1<i<p, u(y) = (2.2)

Notice that, for each\ € R, v € G, w;((¢¥)x) = Au;(¢) . The functionswu; generate a
graded algebra? c RY obtained by considering :

H =P Ha,

neN
where

k
H, = Spar{ Hum? ny+ng+...ng = n}
i=1
We see that the functions; are convenient to express order conditions. However, their

pression does not allow for an easy answer to Question (Q®eahtroduction: if¢» and ¢
are two integrators of ordep , the value ofu; on v o ¢ can be expressed as follows

i—1
ui (Y o @) = ui(Y) + wi($) + Z uj(P)ui—j (),
=1
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so that checking condition®.@) requires some combinatorial manipulations, which, ttoug
evidently tractable, are not immediate. Alternatively,sam define another set of functions
as follows (computed from the Taylor serieslof(1 + x) ):

—1)#+1
i/S@§)=i
where j = (ji1,...,Jx) is an ordered multi-index of positive integerg:j = k, S(j) =

J1+...+jr and a; = Hle aj, . Inthis case;y» € G is of orderp > 2 if and only if
Vp, 2<i < p, wi(¢) =0. (2.3)

Note that the functionaw; can also be defined recursively, as this was the case foridmsct
u; . We have indeed

W) = a- Y ) @4
3/S(G)=i,#j>1

where j = [ji*,...,5,*] is now anunorderedmulti-index of pairwise distinct non-zero-
integers j1 , ..., jr, €ach j; being repeated; > 0 times, #j = r1 + ... + i, S(j) =
riji 4.+ rege, o§) =il and wy(v) = Hle(wjl (1))" . The values of functions
w; on the composed integratar o ¢ have extremely simple expressions

so that checking the order conditions is obvious if bathand ¢ are of orderp. We see
that the functionsw; again generate the same sub-algebraR§f since they can be easily
expressed in terms of functions; .

2.2 Approximation of rotation matrices

Let us assume that we want to approximate the rotation matrix
( cos(z) sm(;n)) (2.5)

—sin(x) cos(x)
with products of the form

1 0 1 agsx 1 0 1 aox 1 0
<—CL25+1$ 1) <0 1 > <—a3x 1> <0 1) <—a1$ 1)7 (2.6)

wheres > 1 and a; € R foreachj > 1. Clearly, .6) is a 2 x 2 matrix with polynomial
entries, and determinant one.



Each different matrix of the form2(6) can be identified with a finite sequenag =
(a1,as,...,a2s4+1) of real numbers satisfying thai; # 0 for 2 < j < 2s. Let us con-
sider the setg of such sequences (including the zero sequenee (0) , with s = 0). For
each sequenc® = (aq,aq,...,a2:+1) Of G, we denote byy(z) the product of matrices
(2.6). Notice that, for the zero sequenee= (0), ¢(z) is the 2 x 2 identity matrix.

The setG can be endowed with a group structure with neutral elemeand the group
law o : G x G — G defined as follows

(al, - ,a28+1) o) (bl, - ,b2m+1) = (al, ..., 0Q2g,0254+1 t bl, bg, - ,bgm+1). (27)
When ass11 + by = 0, (2.7) must be interpreted by identifying sequences of the form
(CLl, <oy Oy, 07 Am+42y - - 7a28+1) Wlth (CLl, e m—1, am+am+27 Am+43, - - 7a28+1) . Clearly,

we have that the product of matricesz)¢(z) with ¢, ¢ € G is precisely (¢ o ¥)(x) .
We define for eactn > 0, the equivalence relatiogg on G as follows: Giveny, ¢ € G,
we write 1) 2 ¢ if Y(x) = ¢(z) + O(z* ) asz — 0.

We now address the problem of characterizing the equivaleelations (Q in terms of
the sequence) = (ay,...,a2:+1) . Itis straightforward to check that there exist functions
u,:G— R andwv, : G — R for n > 1 such that

oty = (M e e e ).
S\ u@z e+ T () Fu()at + -

where

= Y am, w(¥)= Y agiiam, us(¥)= D axai102i42,

1<i<s 1<j<i<s i<k<j<i<s—1
§ asi—1, v2(¥) = E azjasiy1, v3(v) = § A2k 10250241,
1<i<s+1 1<) <i<s 1<k<j<i<s

and soon. In particularss 1 (1) = ay - - - agsy1,andif a; = 0, thenves(¢) = ag - - - aget1 -

Similarly, qu(l/J) =ay---ag If a9s4+1 = 0,and UQS_1(¢) =a1---ags_1 If a1 = a9s+1 =
0. This shows that

Yp=¢ <= VneN/{0}, wu,(v)=uv,(v)=0. (2.8)
We clearly have thaty = ¢ if and only if
ui(¥) = ui(@), vi(Y) =vi(¢), for i=1,....n. (2.9)

However, the set of condition2.9) that characterizes) z ¢ has the inconvenience of
not being algebraically independent, due to the fact thafy(z)) = 1, which implies that
2i—1
UQZ—l-Z 'UJUQZ j +v2; =0, fori > 1.



Actually, a set of independent conditions that charactsriz (g ¢ can be obtained by con-
sidering @.9) for odd indices: and eitheru;(y) = u;(¢) or v;(v)) = v;(¢) for even values
of the indices: < n .

Some straightforward algebra leads to the following idergtithat relate the values of the
functions u,,, v,, for the compositiony o ¢ to the values for) and ¢ :

upp(¥o @) = uak(¥) +uak(9) + Z_k(uzz-(w)uzjw) + uzi1 ()v2j11(9)),

vak(0 ) = va(th) + var(9) + %i(vm(w)vzﬂw + v2i-1 (V)uzj+1(9)),
umk-1 (Yo d) = uz () +u2k_1<;>+>i Zk(um(«b)um-lw)+u2i_1<w>v2j<¢>>,
vk 1 (0 9) = vako1(¥) + vak1(9) + +Z_ (V33 (1)v2j-1 (@) + v2i-1 (V) ua; ().

i+j=k

It is easy to check that, for each > 1 and eachs > 1, wuy(ai,...,a2s4+1) and
vp(ai,...,a2s+1) are polynomials of homogeneous degreen the variablesay, . .., ags+1 -
Equivalently, if for eachy) = (aq,...,a2s4+1) € G and each\ € R we denote by(y), the
scaled elementy), = (Aay, ..., Aazs+1) , then

un(()r) = Aun(¥),  vn(($)r) = Ao (¥).

3 Groups of abstract integration schemes

Motivated by the examples in Section 2, we will consider augr¢/ with neutral element ,
an algebra of functions onGg and a mapv

v:GxR — @G

3.1
(.0) s (3-1)
satisfying the following assumptions:
(Hy) : Foreachu € H, there existvy, wy, ..., vy, w, € H such that
u o d) =Y vi(W)wi(d), Y(¥,¢) €GxG. (3.2)
j=1

(Hy) :Giveny,p e G, (Yop)y=(Y)ro(d), forall A e R,and )y =c¢.



(Hs)

(Ha)

: The set
H, ={u € H:u(y) = N'u(y) forall A € R} (3.3)

where, by convention()® = 1, is a finite-dimensional vector space and

H =P Ha

n>0

: Given ¢, ¢ € G, if u(y) =wu(p) forall u e H,theny = ¢.

We will say that a functionu € H is homogeneous ii. € H,, for some positive integer. ,
and we will say thatn is the (homogeneous) degree of and write |u| = n in that case.
From assumption§ H, — H,4) , one can draw some immediate consequences:

By Assumption (Hs), H = @,,~, H» is a graded algebra: given two functionse
H, andv € Hy, w0 € Hppgn -

For any ¢ € G, we have the identificationy; = ¢ . This follows from assumptions
(H3) and (Hy) : forany v € Hy, , u(¢r) = 1"u(y) = u() .

The statement of Assumptiof¥?;) holds with |v;|+|w;| = |u| : consideru € H,, and

V1, W1, .., U, Wy € H the functions of Assumptior( H;) . By Assumption (Hs) ,

we can suppose that all; 's and w; 's are homogeneous functions, otherwise a similar
equality would hold with another set of homogeneous fumstioThen, for all real) ,

we have

N'u(ih o ¢) = u((1h o @)x) = u(thr o ¢p) = > _ AUl (pyw;(¢)  (3.4)
j=1

for all v, ¢ € G. This implies that, for each’ # n,
S (@) =0 Y(,¢) €Gx,

vj]+|w;|=n'

so that all terms with powers of different from n can be omitted from3.4).

For all w € H,, with n > 0, one hasu(e) = 0. By Assumption (Hz), 1y = € for
eachy € G,sothatforu € H,, n>1, u(e) = u(vg) = 0"u(yp) =0.

H, is isomorphic toR , i.e. Hy = R1, where 1 is the unity function (i.e.1(¢) = 1
forall v € G). Indeed, ifu € Hy, then u(y) = u(yp1) = u(yy) = u(e) for all
¥ € G, and thus

u=u(e)1 Yu € Hp. (3.5)



Definition 3.1 We say that the tripletG, H, v) satisfying assumptionsH; )—( H, ) is agroup
of abstract integration schemand call accordingly each element of G an abstract inte-
gration scheme.

Definition 3.2 Given two elements and ¢ of G, we say thaty (;) o if
Vue @PHr, uly) =u(d).
k=0

Itis clear thaty (g ¢ and that (n;) ¢ implies ¥ (%) ¢ . In addition, givemp,zﬁ, ¢,q§ €g

andn > 1, if z/z(gqﬁ andzﬁ(g(&,thenzpozﬁ(g¢o$.

It is easy to check that the example in Subsection 2.1 is apgofwabstract integration
schemes. This is also the case for the example in SubsecomwRere conditions(H;) ,

(Hy) and (Hs) are trivially checked, and conditiofH,) is a consequence o2 Q).

In SubsectiorB.1we describe howH can be endowed with a graded Hopf algebra struc-
ture. In Subsection8.2 and3.3we present some standard results on commutative Hopf alge-
bras in detail. In particular, we show that the exponentia EBbgarithm maps are bijections
between an extensiof of the groupG and a Lie-algebrag . Finally, in Subsectiors.4, we
prove the main result of this paper on the approximation @rigs of G .

3.1 The graded Hopf algebra structure of H

We now consider the tensor product algelitax H of H by itself, which can be identified
with a sub-algebra of the algebra of functio® <9 as follows: V(u,v) € H x H , define
(u®v):GxG—R as

V(o ¥) € GxG, (u®v)(9,¢) = u(P)v(¥).
Then, H ® H can be defined as the linear span{ef® v : (u,v) € H x H} .

Definition 3.3 Let (G, H,v) be a group of abstract integration schemes (satisfying igsu
tions (H;) to (H,). We define the map : H — R9*Y as follows

V(g 9) € G x G, Alu)(g, ) = u(d o).

By Definition, A islinear, A(1) = 1®1, and A(uv) = A(u)A(v) forall (u,v) € HxH,
so that A is an algebra morphism frorf to the algebraR9*Y of functions ong x G .



Lemma 3.4 Given u € 'H,, with n > 1, there exists a finite (andossibly empty) sequence

of homogeneous functiong, w1, ..., Um, w,} C H such that|v;| + |w;| =n, |v;| #0,
|lw;j| # 0 and
A(u)zu@]l—l—]l@u—l—Zvj@wj. (3.6)
j=1

Proof: We already have that the statement of Assumptiéh ) holds with |v;| + |w;| = |u,
which implies by Definitior3.3that there existn > 1 and {v1, wy, ..., vy, Wy} C H with
|Uj| + |ZUj| = n such that

Au) = Zvj ® w;.
j=1

Considering successivel (u) (¢, €) = u(voe) = u(y) and A(u)(e, ) = u(eorh) = u(v)
for arbitrary ¢» € G, one immediately checks that

Z wj(e) 'Uj = Z vj(e) ZUj = u,

3/lvjl=n, lw;|=0 3/Ivj|=0, lwjl=n

and thus, by virtue of3.5),

Z v Qw; = Z wile)v;@1l=u®1,
3/ vjl=n, |w;|=0 3/lvsl=n, w;|=0

Z v Qw; = Z vi(e)l®w; =1® u.
3/10j|=0, |wjl=n 3/1v5]=0, lwj|=n

All other terms in the sum then satisfy;| # 0 and |w;| # 0. O
Lemma3.4 shows in particular that the image df isin H ® H ¢ RY*9 | and thatA is
a graded algebra morphism froff to H ® H :

A(Hn) C P He ® Hpp

k=0

In what follows, it will be convenient to identife € G to the linear forme : H — R
such thate(u) = u(e) , that is,

e(l)=1, e(u)=0 if |ul>1. (3.7)

Clearly, € is an algebra morphism froif to R . By Definition3.3and the group structure of
G , itimmediately follows that the commutative graded algebffunctions’?{ has a structure
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of graded bi-algebra with co-produch , and counite. In addition, given that, = R1

(i.e. H is graded connected}y is a graded connected bialgebra and as such has an antipode
S :H — M, that gives a structure of commutative graded connected &lgebra (seeQar07

for a general definition of a graded Hopf algebra)#o'. In our context, the antipod& is an
algebra morphismS : H — H satisfying S(u) (1) = u(x»~!), which implies thatS(1) = 1

and, if 3.6) holds for u € H,, with n > 1, then

0=Sw) +u+ Sw)w;, 0=u+Su)+Y v;S(w;). (3.8)

j=1 j=1
Observe that any of the equalities Bi1§) can be used to obtais'(u) recursively (in terms of
the image byS of homogeneous functions of lower degree) starting fréf) = 1 .
3.2 Exponential and logarithm maps

We first notice that the co-algebra structure7gf endows the linear dual{* of H with an
algebra structure, where the produet € H* of two linear formsa, 5 € ‘H* is defined as

and for all w € H,, with n > 1 satisfying @.6),

aB(u) = a(u)B(1) + a(1)B(w) + > a(v;)Bw;).

7j=1
We can also write
af = pro(a®p)oA, (3.9)

where ugr is the multiplication in the algebr& . Clearly, the unity element irf{* is the
counite: H — R of H.
Note that with respect to the trivial Lie-bracket commutato

V(Oé,ﬂ) EH* XH*J [aa/B] :aﬂ—ﬂa,
H* can also be seen as a Lie-algebra.

Definition 3.5 Consider the following Lie—sub—algebr”ai’(l) of H*

Hiy) = {8 € B(1) =0}

It may be of theoretical interest to observe that, is a Hopf sub-algebra of the Hopf algebra of representative
functions of the groupg .

11



and the group
e+ My ={aeH :a(l) =1}
The exponentiakxp is defined as a map frorﬁi’(kl) to e+ H’(kl) satisfying
1 n *
exp(f) = ;)mﬁ forall j3 €M)

Similarly, the logarithmlog : € + Hfl) — H’(kl) is defined as

log(a) = Z (=1 (a—¢)" forall oce+Hp,.

n
n>1

Though defined as infinite series, both maps are well defimack s
B (u) = 0if u € @My
k=0

forall g € Hy - Indeed, this can be shown as follows: Consider for each 0 the subspace
H{,) of H* defined as
Hiy ={BeH" : B(u) =01if [u| <n}.

Then, by definition 8.9) of the multiplication in 1* , we have that, forg € H’(n) and 3’ €
H*
(n')

n+n’ m
Vue @@ He, (B8)w) = BB (u)+Bw)B 1)+ BB (w;)
k=0 Jj=1

where all pairs of homogeneous functiofis;, w;) are such that eithejv;| < n or |w;| < n’.
As a consequence, it follows that

V (n,m) € N2 H{yHim C Hipyom): (3.10)

In particular 5"+ e M,y provided thatg € H{, .

Note that, as a straightforward consequence&dfd) and of the definition okexp , we have
the following result, which will be used later on.

Lemma 3.6 Let (n,m) € N* and considerg € H{,) andy € H(,, , then

exp(B) exp(y) — exp(B+ ) € Hippm)- (3.11)

12



Proof. The series-expansion afxp(3) exp(y) — exp(5 + 7) is composed of products of
the form Bi1491 ... B~Jk where at least oné and one; is non-zero. The statement thus
follows from relation 8.10). [ ]

Next result follows from the fact that the exponential anghliithm defined as power series
are formally reciprocal to each other.

Lemma 3.7 The mapsexp : H’(kl) — e+ M7, and log : €+ szl) — szl) are linear
bijections that are reciprocal to each other, that is,

VB € My, (logoexp)(B) =3,
Va € e+ My, (expolog)(a) = a.

Remark 3.8 In the sequel, the following relations will become usefdr 3 € H’(l) and
A € R, considera® = exp(\3) . Then we have

ioﬁ‘ =B =03, a’=¢ and ia)‘

dax dax =5

A=0

€ H* are defined as follows:

D= g ()

where skt € H* and Jhat|,
d A _ d A d A
Yu € H, <ﬁa )(u)—a(a (u)), (aa

3.3 Thegroup G andits Lie algebra g

A=0

An important consequence of the Hopf algebra structurg{ois that G can be viewed as the
subgroup of a gropG C e + M,y C H*, with associated Lie algebtag . To this aim, we

will eventually identify elements off with elements ofG C H* through the relation
Vi € G, Yu € H, Y(u) = u(v). (3.12)

Recall that in particular, we identify the neutral elementn G with the counit 8.7) of H
(which is the unity element irt{*).

Definition 3.9 The group@ is defined as
G = {a € H;V(u,v) € H x H, a(uw) = a(u)a(v) anda(l) = 1}

i.e. the subset of{* of algebra morphisms fronH to R.

2The group of characters oft , or equivalently, the group of group-like elements of thalddopf algebra of
H.

3The Lie algebra of infinitesimal characters ®f , or equivalently, the Lie algebra of primitive elements g t
dual Hopf algebra ofH .
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It is rather straightforward to check that:

e Since A is an algebra morphism fro{ to H @ H, a®  a morphism fromH @ H

to ReR for (a,f) € ?2 and pur a morphism fromR®R to R, formula 3.9 shows
that o3 is itself an algebra morphism and thus belong%to

e Any ¢ € G (and in particular, the neutral elemerit = ¢) belongs, through the iden-
tification (3.12, to G: Indeedy (1) = 1(v) = 1, and for any (u,v) € H x H,
P(uw) = wo(h) = u(y)v(v) = ¥(u)p(v) . Thus, G can be seen as a subgroup®f

e Any a € G has an inverse defined in terms of the antipasleas o' = a0 S':
We have thata la(1) = a(S(1))a(l) = a(1)? = 1, and similarly one gets that
aa” (1) = 1. For u € ‘H,, with n > 1, if (3.6) holds, then .8) implies, by taking
into account thatx is an algebra morphism, that 'a(u) = aa=!(u) = 0.

Eventually, the embedded equivalence relatigfz)nsin G can be extended tG as follows:

Definition 3.10 Given o,y € G and n > 0, we write o (g ~ if
a(u) =~(u) forall weHi, k<n.

Definition 3.11 The Lie-algebrag of infinitisimal characters ofH is the Lie-sub-algebra of
‘H* defined by the set

g={feH" :Y(u,v) € Hz,ﬂ(uv) = B(u)e(v) + e(u)B(v)}
Note that:

e Foranypeg, S(1)=p0(1-1) =26(1)e(1) = 26(1), and thus3(1) = 0. Hence,
g C H{;) - Furthermore, giveru,u’ € ,,>; Hn, B(uu') =0, since e(u) = e(u’) =

e g is clearly a subspace oft* .

Although this is standard in the literature, for the sakelafity we prove here thag is a Lie-
algebra for the Lie-brackeli?, 3] = 33— 36 : Given u € H,, and v/ € H,y with n,n’ > 1,
let us assumes(6) and an analogous expression f(w’) with m’ > 0 and |[v}|+|w}| = n’,
then, sinceA(uu') = A(u)A(v') , one gets

Alwd) = w/'@l+ued +u @u+louw +) v ® wuw) (3.13)
Z"j
+>(wvf @ w4 v) @ uwh) + > (u'v; @ wj + v; ® u'wy),

J K3
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so that

(B8)(uu') = Bu)B(u') + B(u)B(u),
and thus[g, 8] (u,u') = 0.

The following result is standard for arbitrary commutatijraded Hopf algebragCar07.
Theorem 3.12 The restriction ofexp to g is a bijection fromg to G .
Proof. Consider3 € H{;,, a = exp(8) and o = exp(\B) in e+ M,y - We will prove
by induction onn that, if 5 € g or a € G, then,

oMur') = o Mu)a M) and B(uu) =0 (3.14)

forall u,u’ € Up>1Hy, with |u| + |u/| < n. This trivially holds for n = 1 (the set of such
pairs (u,u’) with |u| + |u'| < 1 is empty). Forn > 2, formula 3.13 and the induction
hypothesis imply that

%(ak(uu’)—@(u)ak(u’)) = (BaM)(uu') = (Ba*)(w)a (u') — (Ba™)(u)o (u)
= Blu)
or equivalently, after integration
oMuu') — o (w)o (u') = MB(ur),

and in particulara(uu') — a(u)a(u') = B(un’) , so that 8.14) holds provided thatx € G or
0 € g . This completes the proof. [ ]

Remark 3.13 For any o € G, the map\ — o defines a “near-to-identity” smooth curve
in G, in the sense that’ = ¢ and foranyu € H, \ — oz>‘(u) is a smooth function from

R into itself. Clearly, %aﬂ \—o = log(a) € g. Actually, it is straightforward to check that,
for any near-to-identity smooth curve: R — G, %CO‘”A:O € g. Using the terminology

of the theory of Lie-groups, we can loosely say that the lgel&ra g can then be seen as the
“tangent space at identity” ofG .

In the sequel, it will be useful to consider, for eagh> 1, the subspaceg,, of the Lie
algebrag defined as

gn={B€g : Bu)=0if uc Hywith k £ n}. (3.15)

Note that eachg,, is finite-dimensional sinceH,, is itself finite-dimensional. Clearly, each
8 € g can be written as

ﬁ:Zﬁm Bn € gns

n>1

15



where, for eachn > 1, the “projected” linear forms,, € g,, is obtained as
_ | Blw)if Jul = n,
5"(“)—{ 0if [u| = k # n.

The commutative graded Hopf algebfid is connected (i.e.;Ho = R 1) and of finite
type (i.e., eachH,, is finite-dimensional), which implies that there exists & $e C H of
homogeneous functions that freely generates the alggbréhat is, such that the set

f:{ul...um :ul,...,umGT} (3.16)

is a basis of the vector spadé . More specifically, the following can be proven from starar
results:

Theorem 3.14 Given a group of abstract integration schem@s, +, ) and a basis{d,; :
i = 1,...,0,} for eachg,, n > 1 defined in 8.19, there existu,; € H, n > 1,
i=1,...,l, satisfying the following two conditions:

e ThesetT ={u,, € H,n>1,i=1,...,1,} freely generates the algebr& .

e Given a € G, consider for eachn > 1 the elementy,, € G defined as

Q, = exp (a(un71)5n71) - exp <a(un7ln)5nvln>, (3.17)

then,

n

Vn>1, o= aj - a. (3.18)

—~
N

3.4 The order of an abstract integration scheme

Recall that, given an element € g, one can writeg = 01 + 2 + ... , where 3, € g,
for eachn > 1. We typically interpret, in the context of numerical intation of ODES, 3;

as abasicvector field and3 as amodifiedvector field. If ¢/ is an element ofG , then it is
typically aimed at approximatingxp(/3;) where 3; can be obtained as the first term in the
development of3 = log(v)) or alternatively as

du(p)| {U(w) if Jul =1 (3.19)
A=0

d)\ 0 otherwise.

“4As a consequence of the application of the Milnor-Moore theo]MM65], H is the graded dual Hopf algebra
of the universal enveloping Hopf algebra of the Lie algebB -, g . Then, a basis of{ of the form @3.16) is
obtained by considering the dual basis of a Poincaré-Rifitthoff basis of the universal enveloping bi-algebra of a
Lie algebra Bou89.
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Itis straightforward to check that, if another elemeht g is decomposed in accordance
with 3, we have (5 ,—r)(u) = 0 unless|u| = n, and it follows that

n—1
¥n>1 (B3)n = Befur.
k=1

Forall w € H,, and all A € R, we thus have

ur) = e £ 30 S (B i) ()
k=1

"4 Fip=n

Yy = exp(AB1 + A2Bs +...).
In particular, it becomes clear why

_dy
ﬁl — N )\:07

and we are led to the following definition of order

Definition 3.15 An integration scheme) € G is said to be of ordern > 1 if there exists
£ € g such that

VAER, 1y 2 exp(A), (3.20)
or, equivalently, if
(n) diy
b = exp( = A:o>' (3.21)

Now, the question arises as to whether there exist absiragiration schemes of arbitrarily
high orderinG . TheorenB.17provides an affirmative answer to that question. Beforeipgv
it, we first consider the following preliminary result:

Lemma 3.16 Let » and k£ be two non-zero integers and considgre g,, and v € g, 1 -
Then it holds that

VR ) € RY exp(A8 + ) exp(A8 + i) "= exp((A+ N)B + (i + i)y)-(3.22)

17



Proof: Lemma3.6implies thatexp (A3 + py) — exp(AB) exp(py) € Hiy,py C Hipipiy
so that

exp(A3 + ) pE exp(AB) exp(py),

and similarly
exp(V3+ ) " exp(AB) exp(in),
— (n+k) - (n+k) _
exp(uy)exp(AB) = exp(uy+AB) = exp(A3)exp(uy).
As a consequence, we have
exp(ABn + py) exp(ABy + i) e exp(AB) exp(uy) exp(AB) exp(iy)
"EY exp(AB) exp(AB) exp (i) exp (i)
= exp((A+N)B) exp((p + i)7)
(n+k) ((

= exp((A+N)B+ (1 +)7y)

O

Theorem 3.17 Assume tha{G, H, v) is a group of abstract integration schemes. Then, given
arbitrary ¢ € G and n > 1, there existsy € G such that

o)

1
Proof: Denote 3, = Cz/’—; o Then, by definition, (z) exp(/1) and more generally, for

(n) diy
o Z e (3

any A e R, 9, (é) exp(AB1) . Now, let 5 = log(v)) and write

B=0C+Po+...+0+...

According to previous discussion, we have

Yy = exp(A\B1 + A2 B2 +...).

Then the “triple jump” composition (of elements )

¢ =, ' €G,

18



where ¢/~ denotes the inverse ig of v, , with Lemma3.16shows that
M M
@ 2 2
6 = exp (20 = )b + (207 — 12)62),

and thus¢ ® exp(fy) provided i = v/2\ and A = (2 — v/2)~! . Repeating recursively this
procedure, starting from

¢ =exp(B1 + F3 +...),

allows to prove the resultd

3.5 Three fundamental results

In the present subsection we address three importantdejatestions:
e Assume that, giverx € G and n > 1, we want to findy € G such that

v (3.23)

Does there exist a séf C ‘H of homogeneous functions such that the equalities
u(y) =a(u) foral we T with |u] <mn, (3.24)
provide a set of independent conditions that characte(Ze8)?

e Is it possible to “approximate” anyr € G by v € G in the sense thaB(23 holds for
arbitrary n (this is question (Q4) of the introduction)?

e Given a group of abstract integration schemegs H, ), does there existH # H
such that(G, H, v) is a group of abstract integration schemes giving rise, ralatg to

(n)

Definition 3.2, to the same family of equivalent relations ?
Thefirst question can be answered in two steps:

() According to Theoren8.14, there exists a se¥ of homogeneous functions (i.e7, =
Un>17, with 7,, C H,,) that freely generates the algebta, that is, such that the set
F in (3.16) is a basis of the vector spade . For this 7 C H, the set of conditions
(3.24) characterizes3(23, since fora € G, one has

Vm > 2, V(up,...,upm) € T™, alug - up) = alur) - aluy).
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(i) Despite the fact that foff , conditions 8.24) are algebraically independent, non-polynomial
dependences among the functionsZincould exist that would allow to reduce the num-
ber of conditions required to characteriZz23. As a consequence of Theore3r20
given below, for anyn > 1 and any mapa from U7_,7;, into R, there existsy) € G
such that

Vu € U1 T, u(y) = a(u).
This guarantees that conditiors.Z4) are actually independent of each other.

The second questiorhas an affirmative answer, stated in Theor@20 below. Its proof
requires the following technical results.

Lemma 3.18 Assume that) € G and ,, € g,, are such that

(n)
U = exp(fFy).
Then, for eachk > 0 there exists¢ € G such that

(ntk)

¢ exp(fBn)- (3.25)

n+k
Proof: If there exists¢ € G for which (3.25 holds, then¢ ( +z+1)

some (1« € gntk , and thus:

eXp(ﬁn + ﬂn—i-k) for

n+k+1
VA E R, éy T (0B, + AR, ).

Proceeding as in Theore&l7, we have that

oro (B)  odn TET exp((@N — W) B + (2N — B ),

n+k n \ —1/n
( +E+l) exp(f,) for A = (2 - 2T+k> / andu = 9 ).

The result then follows by inductiona

Lemma 3.19 (Lemma 1.1 in Hoc81]) Given a setG and a finite-dimensional subspadé
of the set of function®Y , there exist a basigvy,...,v,,} of V and '¢,...,™) € G such
that v;(7¢)) = 1 if i = j and v;(“¢0) = 0 otherwise, and thus

u= Z u(@h)v;.

J=1
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Theorem 3.20 Given a group of abstract integration schem@g 7, v) , for arbitrary o € G
and n > 1 there existsy € G such that

—~

n

P = a.

N

Proof: Consider the set

K={acT: Vne NJO}, 3veq, ¢ = a}

In order to prove thatC = G, as stated by the theorem, we first notice tiatsatisfies the
following properties:

(P1) K is a subgroup ofG

(P2) Fora € K, defineay by ay(u) = A"a(u) forall (A\,u) € RxH, . Then, ay € K.

P3) If o € K and o = exp(3,) wheren > 1 and 3, € g, , then exp(8,) € K . This
follows from Lemma3.18

(P4) Letn >1 and 3, and~, in g, . If exp(8,) andexp(y,) arein K, thenexp(S, +

) € K. Indeed, by Lemm&.6, exp(f3,,) exp(Vx») (Q exp(Bn + vn) , and then (P3)
implies exp (6, +7,) € K.

(P5) Letn>1, 8, in g, andp € R. If exp(f,) € K, thenexp(uf,) € K. As a matter
of fact, (P2) impliesexp(A"(,,) € K, while (P1) and (P2) implyexp(—\"3,) € K.

By virtue of TheorenB.14, K = G if foreachn > 1,
VueER, i=1,... 1, exp (mn,i> cK. (3.26)

We will prove 3.26) by induction onn > 1. Given k > 1, assume that3(26) holds for all
n<k.

Consider the subspadé’;, of H;, having {u,; : ¢ =1,...,[;} as abasis (the functions
uy,,; are linearly independent, as the sétin Theorem3.14freely generates the algebfd ).
Lemma3.19applied for the subspacl’;,  RY implies that there existy, ..., € G and
anew basis{v,; : i=1,...,1;} of W}, such that, foreachi =1,...,1[,

Uk
U, = Zum(j?ﬁ)vk,j-
=1
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As the matrix (uk,i(jw))?fj:l is invertible, and{d,; :1=1,...,l;} is a basis ofgy ,

Uk
{0k = > wrj()0py : i=1,... 1} (3.27)
j=1

is also a basis ofy .

Now, TheorenB.14applied fora =y € G, i = 1,...,1; , and the induction hypothesis,
followed by repeated application of Lemn3z6 implies that, for eachi = 1,...,1[;, there
existsy € K such that

Uk
0% (Q exp (Z ukﬂ-(?/J)(;k,i) = eXp(Sm),
i=1

and by property P3¢xp(d; ;) € K , and finally, @.26) follows from properties P4 and P5 and
the fact that 8.27) is a basis ofg;, . O
As for thethird question, we have the following:

Theorem 3.21 Consider a group of abstract integration schem@s H, v) giving rise (see

Definition3.2), to the family of equivalence relation(g) ,n>1.0f (g,ﬂ, v) is also a group
of abs. int. schemes and gives rise to shenefamily of equivalence relations, theH = H .

Proof: Consider twodifferentalgebras™, H ¢ RY , such that(G, H,v) and (G, H,v) are
groups of abstract integration schemes and give rise taine $amily of equivalence relations
through Def.3.2 Then, it is straightforward to check that this is also troe the algebra
H generated byH U H . Given a set7 = U,>,7,, of homogeneous functions that freely
generates the algebra , it is possible to construct a s&f = Un>17, of homogeneous
functions that freely generates the algetitaand 7,,  7,, forall n > 1. As ‘H # H by
assumption,Z,, # 7,, for somen > 1, and then there exist twdifferentmapsa and b from
U_,7;. into R, such that their restriction taf_,7; coincide. As in the second ste)
above, there exist) and ¢ in G such that

Vue Upo T u(®) =u(g),
and u(v) # u(¢) for somewu € UP_ T;. This implies ¢ = ¢ w.rt. (G,H,v), while

0 (;é) ¢ w.rt. (G, H,v) in contradiction with the assumption of the theorem.

4 The group of composition integration schemes

As a preamble to the discussion of order conditions for casitipm methods, we introduce the
set G. of finite sequences) = (u1,. .., 12s) Of real numbers satisfying thai; # ;41 for
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1 < j <2s—1,including the empty sequence= (). The setG. is a group, with neutral
elemente and composition law defined, fap, ¢ € G/{e} as follows:

(15 p2s) - (1, k) = (s p2) - - - (2s—1, pas) -+ (V1,12) -+ - (Vag—1, Vag)
where for A\, u,v € R,

€ if A= v,
()\7///) ’ (,u, V) = { ()\7 y) otherwise

and, if (p1,...,u2s) € G, then

(1, pr2) - -+ (H2s—1, p2s) = (p1, - - -, p2s)-
In particular, we have thafu,, . .., pos) - (125, .-, 141) = €.

Now, consider successively:

e a smooth system of ODEs
g=f(@y), f:R'—R% (4.1)

e its exact flow ¢, from R? to itself (such thatyy,(y(t)) = y(t + k) for any solution
y(t) of (4.1)) and

e a consistent integratok; for (4.1), that is to say a smooth mayp,, from R to itself
which depends smoothly on the real paraméteand is such that

Xn(y) =y +hf(y) + Oh%) = on(y) + O(h?)
ash — 0.

Given ¢ = (u1,...,p2s) € Ge, @ new integratoryy, for the system4.1) can then be
obtained as

Uh = Xpseh © Xy 11 © " © Xpizh © Xigy- (4.2)

Definition 4.1 Given vy € G. and p > 1, we say thaty is a consistent integration scheme
of order p if for arbitrary x;, the integrator ¢.2) satisfies

Un(y) = en(y) + O(WP*) as h—0 (4.3)
for the h -flow ¢, of the systermd(1) with
d

Fly) = 5xn(y) . (4.4)
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Clearly, @.3) is equivalent to the following: For all smooth real functiog € C°(R?; R) , all
y e R,

9(Un(y)) = g(en(y)) + O(RP*Y) as h — 0.

Motivated by that, we consider, for each > 0 and eachy € G., the linear differential
operatoré,, (1) acting on smooth functiong € C>(R%; R) as follows: #y(z/) is the identity
operator [ , and for eachn > 1

1 an

On(¥)]g](y) = o dhn

9(¢h(y))|h:0 ) (4.5)

so that formally,

g(Wn(®) =D h"0,(¥)[g)(v).

n>0

For arbitrary+y and ¢ in G., we have

S (0 )gly) = g o dn(y) =D h"0.(1)[g)(¢n(y))

n>0 n>0

= D "YW 0m(8) [0 (1) [l (v)

n>0 m>0

= (XX W 0(0)0n(0) o) w),

n>0m>0

and equating like powers di , we get for eachn > 0,

n n—1
On(d-0) = > Ok(0)0n k(1)) = On() +0n(¥) + Y Ok(9)0nk(1).  (4.6)
k=0 k=1

For thescaling map as defined for a group of abstract integration schemes, fYugede
by v(¢,\) = () , where for eachy) = (pq, ..., uos) € G- and each) € R,

v(h, A) = (¥)n = (A1, - - -, Aptas). 4.7)
It clearly holds, foreaclhm >0, A € R, ¢ € G., that
On (1)) = A" On(¥). (4.8)

Obviously, the integrator);, given by @.2) for (u1,...,u2s) = (0,1) € G, is precisely
the basic integrator, . Let us denoteyy = (0,1) € G., so that each) = (i1, ..., u2s) can
be written as



Let also denote, for each > 0, X,, = 6,,(x) . Thatis, X,, is the linear differential operator
such that, for eacly € C>*°(R%;R) and eachy € R?,

X l9l(y) = 6. (X)) (y) = %d% I(Xn(Y)) =0 - (4.9)

Then, eachd,,(¢)) for ¢» € G. and n > 1 is a linear combination of differential operators of
the form X;, --- X;, with m > 1 andi; + - - - 4 i, = n, more precisely,

On() =D > iy, () Xiy o X, (4.10)

m>1i14++im=n

for suitable functionsu;, ... ;,, € R% . Indeed, this is trivially so for) = y . By considering
(4.6) with ¢» = y and ¢ = xy~!, one can check by induction on that @.10) is also true for
¥ = x~ 1. If (4.10 holds for giveny € G, then by ¢.8), it is also true for(v)y . If (4.10
holds for ¢, ¢ € G., then by virtue of 4.6), it is also true for¢ - ¢ .

Proposition 4.2 Consider form > 1 and (i1,...,i,) € (NT)™ the functionsu;, ;. €
RY% are recursively defined as follows. Given= (y1, ..., j2s) € Ge ,
u;(Y) = Z(Néy - Néj—l)a Wiy ,...yim (P) = Z(Méy - Néj—l) uih--qimfl(jw)? (4.11)
j=1 j=1

where /vy € G is defined for eachy > 1 as

(p1s -+ p2j—2) if pz;—1=0andj >1,
€ otherwise.

. { (W1, ooy p2j—2, p2j—1,0) if pgj 1 #0,
Jop =
Then, @.10 holds for arbitrary basic integratorsy;, and arbitrary v € G. andn > 1.
Proof: From @.10) and @.6) one gets that
Uiy, i (- OON) = Wi i () + XN iy i (),
which together with the equalities
=0 (pger T (Dpggar =70 (X aay

lead to the recursior(11). O
As for the expansion ofy(¢,(y)) for the exacth -flow of the system4.1), it formally
holds that

9(en() = 9(y) + %F" = exp(hF),

n>1
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where F' is the Lie derivative of the ODE systerd.(), that is, the first order linear differential
operator F acting on functions inC>®(R% R) as follows: For eachy € C>*(R%R) and
eachy ¢ R¢

d
Flglty)=>_F (y)g—ygj(y) (4.12)
=

Notice that, 4.4) and @.9) imply that /' = X; . Thus, the composition integratct.p) asso-
ciated to a giveny € G, is consistent of ordep if and only if

1
vn <p, 0,(v)= E(Xl)n-

This, together with Propositiod.2 implies the following: LetF, = {1}, and for each
n>1

fn - {u’il,...,im -m 2 17 il? e 7im 2 17 Z‘1 4 F Zm - n} (413)
Givenp > 1, if
: - m
Vue | Fo ul) =4 7 i ¢=(1,...,1) (4.14)
n>1 0 otherwise

then ¢ is consistent of ordep . However, are all the conditiongl.(l4) necessary for the
integration scheme) be of orderp? The following lemma shows that they are actually
necessary.

Lemma 4.3 Given d > 1 and a multi-index (iy, ... ,iq) € (NT) with iy +--- + iy =
n > 1, there existsy, : R — R? and g € C°(R?%R) such that fory = 0 € R?,
Xy X;,19)(0) # 0 ifand only if (j1, ..., jm) = (i1,- .. ,ia) -
Proof: Consider the basic integratay, : R? — R? defined asy;, (y) = y+(h™, hi2y!, ..., hlayd=1HT
and g(y) = y' for y = (y',...,y4) €R¢. O
It is straightforward to check the following result.

Lemma 4.4 Let us consider for each € R% and eachn > 1, the new functionu],, € R%
defined as follows. Givegh = (1, ..., p2s) € Ge,

s

[l () = (uly; — py 1 )ul), (4.15)

j=1

where 74 € G is defined for eacty > 1 as in Propositior4.2. Then, givenu,v € R% and
nk>1,

[uln[v]k = [w[v]k]n + [v[ulnlk + [ut]n i
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This implies that the product of two functions of the fordh1(1) is a linear combination of
functions of that form, and in particular that

e the order conditions4(14) are not independent of each other. For instance, we hate tha
(u1)? = 2u11 + ug, and thusuy () = 1 and ua(¥) = 0 imply u11(v) =1/2.

e the vector spacé{. spanned by the set = U,,>¢F,, is a subalgebra oRY .

However, how can we obtain from them a set of independente§sacy and sufficient)
order conditions? How are different sets of independen¢rocdnditions of composition in-
tegrators related? In order to answer these questions, Wvérstishow that, (G., H.,v) has
(with the algebraH. spanned by the set of functiong') a structure of a group of abstract
integration schemes, and then interpret the algebraittsésyprecedent sections in the context
of series of differential operators of the ford.10).

Lemma 4.5 Given ¢ € G, , the composition integrato#(2) corresponding to arbitrary basic
integrators y;, is the identity map if and only if) = €.

Proof: The 'if’ part trivially holds, and the 'only if’ part can be pwven by considering the
symplectic Euler method applied to the harmonic oscillakbasic integratof;, : R? — R?,

that is,
xn(y) = <_1h ?) <(1) ?) y. (4.16)

Then, giveny € G./{e}, thatis, v = (u1,...,u2s) € Ge with s > 1, the composition
integrator ¢.2) corresponding to the basic integratgy, is defined as the magy, : R? — R?
given by

1 0\ (1 ash 1 0\ (1 ah\ [ 1 0
vnly) = <—a28+1h 1) (0 1 ) <—a3h 1) (0 1) <—a1h 1) y, (4.17)

where a; = —p1, asst1 = pas, and a; = (—1)7(uj — pj—1) for j =2,...,2s, and thus
a; # 0 forall j. The required result then follows by showing that the mapgiven in @.17)
cannot be the identity map unlesg = 0 for somej € {2,...,2s}. Indeed, if¢;(y) = v,
then, with the notation in Subsecti@®, forall n > 1, u,(¢)) = v,(¢») = 0, and from @.8),
we conclude that; = 0 for somej € {2,...,2s}. O

Theorem 4.6 The triplet (G., H.,v) , where H. is the algebra of functions o, spanned

by the set4.13 and the scaling maps given by 4.7), is a group of abstract integration
schemes.
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Proof: From @.6) and @.10 and Lemmat.3, one easily gets that, given a multi-indéx, . . . , i,,)
and ’IJZ)7 ¢ G gc H

m—1
Wi i (U 0) = iy i () F iy i () + D> iy iy (W)t i (6). (4.18)
=1

We thus have that assumptidi#/;) holds. It is straightforward to check Assumptidi/s) .
Assumption (H3 ) trivially holds with H,, the linear span of4.13. As for Assumption {H, ),
it follows from (4.6) and @.10) and Lemmat.5. O

Proposition 4.7 The setF = U,>0F, of homogeneous functions af. is a basis of the
algebra H. .

Proof: It is not difficult to check that, for eacly = (y1, ..., u2s) € G satisfying p; = 0 for
odd 7, then, for each multi-indexiy, . .., i) ,

uil,wim(w) = Z 'ul?ljl e #erjr}m’

1<j1<<jm<s

so thatw;, . ;,.(¢) = 0 if s < m and otherwise, for eaclt = 1,...,s, the degree of
iy ..., () @s a polynomial in the variablegy(s_j 1y, - - -, fi2s 1S is—gy1 + - +is. This
implies the linear independence of the &t O

Proposition4.7 together with Lemmat.4 actually shows thatH. is the quasi-shuffle
(Hopf) algebra of HoffmanHof00] (over the graded sef1, 2,3, ..., } withgrading|n| =n),
and in particular, admits the set of Lyndon multi-indicesaaset of free generators of the al-
gebraH. , thus giving a set of (necessary and sufficient) indepenalei@r conditions for the
group of composition integration schemes.

Definition 4.8 Consider the lexicographical ordex on F (for 1 < 2 < 3 < ---). Given

i1yeeeybm > 1, (i1,...,45) IS @ Lyndon multi-index if(iy, ... ix) < (ikt1,-.-,%m) fOr
each1 < k < m. We consider for eacln > 1, the subset’,, C F,, of functionsw;, . .,
such that(iq, ..., 4,) isaLyndon multi-index.

The first subsets,, = {u € £ : |u| =n} are the following.

Ly = {w}, Lo={uz}, L3={wiz,us}, L4={u112,u13,us},

Ls = {u1112, U113, U122, U14, U23, U5}'

Proposition 4.9 The setl = U,,>1£,, freely generates the algebr. .
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Notice that 4.18 implies that the coproduc\ in H. is defined as

m—1
A(ui1,~~~,im) = Uiy,.yiy, @ I+1® Uiy yeoyig, T Z Wiy ... i ® Wigiyeeyim (4.19)
Jj=1

which endows the linear dudk with an algebra structure, where the multiplication has a
useful interpretation in the context of series of lineafadéntial operators: Itis straightforward
to check that, if we associate a formal series of the form

Z Z hi1+"'+ima(uz’1,---,im) X - X, (4.20)

m>1 i1, im>1

to eacha € H}, then the multiplication in{} corresponds to the (formal) composition of
the corresponding series of differential operators. Tiiglies that, if 5 € g, then

exp(z Z R im By, ) X “‘Xim)

m>1 i1, im>1

formally coincides with 4.20 with o = exp(8) € G.. In particular, giveny € G., 3 =
% o € g, where 5(u1) = u; () and B(u;, .. ;,,) = 0 otherwise, so that

oD Wy ) Xy e X, = hun ()X,
m>1i1,.im>1
and thus
)(u, )= @™ i (i) = (1., 1),
\eg/ 0 otherwise

exp(%

Corollary 4.10 A set of independent necessary and sufficient conditiorenfarbitrary ¢ €
G. to be consistent of ordep is the following: u, (1)) = 1, and

Yu € U Ly, u(y)=0.

n>1

Remark 4.11 A systematic construction of an independent set of necessal sufficient or-
der conditions for composition integrators was obtainedM5S99in terms of a certain set
of functions 7 < RY% indexed by certain subset of labeled rooted trees. AccgrthriThe-
orem3.21, the algebra of functions generated 1y (which happens to satisfy, together with
G. and v, the assumption§ H; ) — (H4) )) must coincide withH. . With the notation intro-
duced inLemmd.4, let 7,,_1, 7, (n > 1) be sets of functions of. recursively defined as
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follows: Fy = {1}, and for eachn > 1,

7, = {[u]k:uefn_k,k‘:o,...,n—l},
Fn = {ul...um:uie’%iand;ni:n}.

It is not difficult to see that the seI’ = | J,,~, 7, can be naturally indexed by rooted trees

labeled by the sef{1,2,3,...}. A subset7 C 7 (in one-to-one correspondence with a
Hall set [Bou89 on the alphabet{1,2,3,...}) is identified in MSS99 that provides a set
of necessary and sufficient order conditions for compasititegrators (see alsoHLW08§),
which implies that7 freely generates the (quasi-shuffle) algebta . Actually, a different
subset7 C 7 that freely generates the quasi-shuffle algelita can be obtained associated
to each generalized Hall set on the alphabgt 2,3,...} (see Mur06] for a closely related
sets of free generators of the shuffle algebra indexed byetsib§labeled rooted trees).

5 Conclusion

In this paper, we have introduced an algebraic structued, we call group of abstract inte-
gration schemes, and composed of a group, an algebra ofdoscicting on this group and a
scaling map. In Section 2, we have have considered two verglsiexamples of integrators,
for respectively arbitrary linear differential equatioaisd linear Schrodinger-like differential
equations: these examples, though basic in comparisonthéttheory that follows, share es-
sential characteristics with more involved situations arelof great help to get a grip on the
general situation. From a set of four assumptions, of a palgebraic nature, we exhibit step
by step a structure of graded Hopf algebra. The richnessi®ftiructure enables us to prove
several results that answer recurrent questions in nualailysis (in particular, questions
(Q1) to (Q4) of the introduction). An interesting aspecttustwork, is, according to us, that
it is independent of the specific differential equation édased and the specific type of inte-
grators. On top of the two examples considered in the inttidin, and composition methods,
studied in MSS99, receive much attention here: a new presentation of ordeditons is
revealed based only upon the theory developed here.

We note that, the case of Runge-Kutta methods, of much histuiterest (seeBut72),
can be easily treated within the present framework. Theengg of an underlying group of
abstract integration schemes for a given class of integraithemes can also be stated under
very mild assumptions on the relevant series expansiorigeahtegration methods. Moreover,
the algebraic structure of the Hopf algebra introduced Fgerieher than this paper allows to
show within a limited number of pages. In particular, the Halgebra structure ofH can
be interpreted (as in the case of composition methods irnddet} in terms of formal series
expansions of linear differential operators. This alsoliapdor the Hopf algebra structure of
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Runge-Kutta methods, which have very useful interpratatia terms of series expansion such
as S-series (sedlur99, Mur06]). Note that S-series, that generalize in a sense B-sdrées,
proven very useful in a number of results in geometric irdégns [CFM06, CMO7]. It is thus
the intention of the authors to pursue this work in a secotidi@r
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