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Abstract

This paper presents the experiments made to automatically 
identify emotion in an emotional speech database for Basque. 
Three different classifiers have been built: one using spectral 
features and GMM, other with prosodic features and SVM 
and the last one with prosodic features and GMM. 86 
prosodic features were calculated and then an algorithm to 
select the most relevant ones was applied. The first classifier 
gives the best result with a 98.4% accuracy when using 512 
mixtures, but the classifier built with the best 6 prosodic 
features achieves an accuracy of 92.3% in spite of its 
simplicity, showing that prosodic information is very useful 
to identify emotions. 

1. Introduction

With the progress of new technologies and the introduction of 
interactive systems, there has been a sudden increase in the 
demand of user friendly human-machine interfaces. As speech 
is the natural way of communication for humans, in order to 
achieve a comfortable interface, it is necessary to provide 
these interfaces with speech generation and recognition 
mechanisms. Various systems have been already implemented 
in this way, from avatars and modern interactive entertainment 
toys to automatic customer service systems, and many 
researches are being held in this field [1][2][3]. 

Nowadays, one of the major goals in this kind of 
interfaces is the naturalness in the communication between 
human and machine: High quality text to speech engines and 
more flexible recognition grammars are needed. But, as 
humans tend to express their emotional state through the 
voice, capability to generate emotional speech and to 
recognize the mood of the speaker are also needed in this kind 
of natural interfaces. 

The purpose of this work is to make a first approach 
towards emotion recognition in speech for the Basque 
language. More precisely, the objective is to compare the 
performance of the recognizers when using different feature 
sets (traditional Cepstral features and prosodic features) and 
classifier experts (Gaussian Mixture Models, GMM and 
Support Vector Machines, SVM). 

The paper is organized as follows: First a description of 
the database used during these experiments is given. Then, 
the process of extracting prosodic features is summarized, 
followed by a description of the different experiments that 
were made, together with the results obtained in these 
experiments. Finally, these results are discussed. 

2. Database Description 

For these experiments, the emotional speech database for 
Basque recorded by the University of the Basque Country was 
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[4]. This database includes the six emotions considered 
 basic ones [5], namely anger, fear, surprise, disgust, joy 
dness. 
 professional dubbing actress was hired for the 
ings, i.e. acted speech was used. In order to verify 
er the emotions were correctly expressed, a subjective 
tion of the database was carried out. Results in this 
tion show that the emotions are recognized over 70% 

 cases, except for the case of disgust, that has also been 
lt to identify in other languages [6][7]. 

he text corpus recorded in the database is divided into 
ifferent parts: The first one is phonetically balanced, and 
es emotion independent texts, which are common for 
otions. In this part neutral style was also recorded, in 
to use it as a reference. The other part contains texts 
tically related to each emotion, thus, the texts are 

ent among emotions. Neutral style was not considered in 
art. 
he common part of the database allows an easier way to 
are the acoustical characteristics of the emotions, as the 
are the same in all of them. On the other hand, texts 
tically related to the emotion may help the dubbing 
s to express that emotion in a more natural way. 
ne of the goals in these experiments is to find out 
er prosodic features can be used to distinguish between 
l and emotional speech, and furthermore, to identify the 

ssed emotion. Therefore, only the first part of the 
se was used, as it is the only part in which neutral style 
corded. 

he corpus in the used part of the database contains 
ers, isolated words and sentences of different length. 
 1 shows a summary of this content. Overall, 97 
ings are available for each emotion, with a total of 

ximately seven minutes of speech per emotion. 
ecordings were made in a professional studio, using 32 
ample rate and 16 bits per sample. A laryngograph was 
in order to get the glottal closure signal synchronized 
the speech. In this way, highly accurate intonation 
s can be extracted. 

ble 1: Number and type of items for each emotion 

Type of item Number
Isolated digits 21 
Isolated words 21 

Short affirmative sentences 10 
Short interrogative sentences 5 

Medium affirmative sentences 22 
Medium interrogative sentences 8 

Long sentences 10 
Total items per emotion 97 



3. Extraction of Prosodic Features 

For this very first experience, only pitch and energy related 
features were used. Figure 1 shows how these features were 
extracted. Intonation and energy curves are extracted from the 
recordings, both in linear and logarithmical scale. First and 
second derivative curves are calculated, as the pitch and 
energy change rate may provide new useful information for 
the recognition. Finally, different statistical features are 
computed over these curves, with the help of the 
voiced/unvoiced and voice activity information. 

Figure 1: Prosodic feature extraction diagram. 

3.1. Intonation Curve Estimation 

A highly accurate intonation curve was estimated for each of 
the utterances, using the signal recorded with the 
laryngograph. Pitch values were computed as the inverse of 
the time elapsed between two consecutive glottal closures. 
The intonation curves were estimated with a 1kHz sample 
frequency, i.e. one pitch sample per millisecond. 

The voiced/unvoiced (V/UV) information was extracted 
by detecting the segments where there was glottal closure 
information and in the ones where the glottis was kept open. 

3.2. Power Curve Estimation 

Recordings were analysed with windows of 25 ms every 10 
ms and the mean power was calculated for each windowed 
frame. This gives a power sample every 10 ms. All curves 
were normalized to the mean value of the neutral style. 

3.3. Voice Activity Estimation 

Voice activity estimation is necessary in order to reject those 
frames in which there is no vocal information. In this way, 
noise level during speech silences will not corrupt the 
calculated features. A voice activity detector (VAD) was 
implemented, based on the computation of the long term 
spectral deviation (LTSD) between vocal and noisy frames. 
The implemented system is based in the one presented in [8], 
in which an adaptive decision threshold is used in order to get 
the best performance for each noise level. 

3.4. Jitter and Shimmer Estimation 

Jitter and shimmer are related to the micro-variations of the 
pitch and power curves. So, they can be estimated as the slope 
change rate for these curves. In this work, jitter and shimmer 
were computed as the number of zero crossings of the 
derivative curves. The result was normalized to the number of 
frames used for this computation, in order to take into account 
the length of the utterance. 
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ere is no a priori knowledge about which features are 
for emotion recognition, it was considered best to 
ute a large number of features, and discard those which 
dundant later on. 
nce power and pitch curves and their derivatives were 
ted, different statistical features were computed for 
f them: 
Mean value 
Variance
Maximum value 
Minimum value 
Range
Skew 
Kurtosis

utation of pitch related features was accomplished using 
frames for which pitch value existed, discarding 

ced frames. In a similar way, energy related features 
computed using only frames for which the VAD 
ted vocal activity. 
r each utterance 12 curves had been extracted (pitch, 
, their logarithmic versions, and the first and second 
tives of all of them), and for each curve 7 statistical 
es were computed. This gives 84 features per utterance. 
 jitter and shimmer are added, a total of 86 prosodic 
es per utterance are obtained. 

4. Experiments and results 

 different classification experiments were made: The 
one, with a traditional GMM system using spectral 
es; the second, with SVM and prosodic features; and the 
e with a GMM system with prosodic features. 

he precision of each system was computed using a Jack-
test. First of all, the utterances corresponding to each 
on were randomized, and then, divided into five blocks. 
andomization ensures that the blocks are balanced, as 
atabase contains different types of utterances (from 
d words to long sentences). Then, five different 
s were trained, and five tests were made, with a leave-

ut method. When all five tests were finished, the overall 
sion matrix and classification accuracy were calculated. 
accuracy was estimated as the number of correctly 
fied utterances normalized to the total number of 
nces in the tests. 

MM Models with Spectral Features 

ecordings from the database were converted into Mel 
ncy Cepstral coefficients (MFCC), with first and second 
tives, using frames of 25 ms every 10 ms, with 
ing windowing and pre-emphasis factor of 0.97. 

TKv3 software [9] was used for GMM training and 
. Training of the first model sets, with just one and two 
ian mixtures, was accomplished by three loops of 
-Welch training. The remaining model sets were trained 
the set with two mixtures, in a loop process in which the 
re number was increased in two and two loops of Baum-
 re-estimation were applied, until the desired number of 

res was reached. 
gure 2 shows the accuracy obtained in this experiment, 
fferent number of mixtures. As expected, the accuracy 
 system increases with the number of mixtures, until 



saturation. Table 2 shows the confusion matrix for the 512 
mixture case. 
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Figure 2: Recognition accuracy with MFCC features 
and GMM, for different number of mixtures. 

Table 2: Confusion matrix with MFCC and GMM 
with 512 mixtures 

  INPUT 
  Ang Fea Sur Dis Joy Sad Neu 

Ang 97 - - - - - 1 
Fea - 96 - - - - - 
Sur - 1 97 - - - - 
Dis - - - 93 - - - 
Joy - - - - 93 - - 
Sad - - - 1 - 97 1 

O
U

T
PU

T

Neu - - - 3 4 - 95 
Acc(%) 100 99.0 100 95.9 95.9 100 97.9 

4.2. SVM Models with Prosodic Features 

LibSVM v2.6 function library [10] was used for the training 
and testing of SVM. A RBF kernel and one-against-one 
approach were used for multi-class classification. 

In a first experiment, all 86 features that had been 
extracted were used, achieving an overall accuracy of 
93.50%. Nevertheless, it is expectable that many of these 
features are redundant, even more if we take into account that 
two versions of the same curves of pitch and power are used 
to calculate these statistical features, one in lineal scale and 
the other in logarithmical. Therefore, a feature selection 
process was implemented. 

A Forward 3-Backward 1 wrapper method was used for 
the selection of features. During the process, the feature 
which maximizes the system’s accuracy is selected in each 
step, where the accuracy is obtained by training a whole new 
classifier with a Jack-knife test. After three consecutive 
selections have been made, the least useful feature is taken 
out, the one which, once eliminated, reduces the system’s 
performance least. 

Results of this experiment are shown in Figure 3. It is 
clear that, even if using fewer features gives a slightly worse 
performance than using all 86, the computational cost of 
extracting all these features and training such a complex 
system may not be worthy. With as few as six features, 
92.32% of accuracy is obtained, only 1.18% less than using 
all 86 features. Table 3 presents the confusion matrix for the 
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Mean pitch 
Mean energy 
Pitch variance 
Skew of logarithmic pitch 
Range of logarithmic pitch 
Range of logarithmic energy 
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igure 3: Recognition accuracy with prosodic features 
d SVM, for different number of features. 

ble 3: Confusion matrix with prosodic features and 
M with the best 6 features 

 INPUT 
 Ang Fea Sur Dis Joy Sad Neu 

Ang 92 - - 1 2 - - 
Fea - 94 9 - - - - 
Sur - 3 86 - - - - 
Dis - - - 80 - 4 3 
Joy 2 - - - 88 - 1 
Sad 2 - - 10 - 93 1 
Neu 1 - - 6 7 - 92 

cc(%) 94.9 96.9 90.5 82.5 90.7 95.9 94.9 

MM Models with Prosodic Features 

again, HTKv3 software was used for GMM training and 
. Because of the use of a Jack-knife test and due to the 

hat a single feature vector was obtained from each 
nce, only about 80 vectors were available for model 
g. So, single mixture models were used, due to the lack 
ning material. These models were created by three loops 
um-Welch training. 
wo experiments were made, one with all 86 features, 
e other one with just the 6 features that gave best result 
 SVM experiment. While the system with 86 features 
ed an accuracy of 84.79%, the one with 6 features 
ved the performance up to 86.71%. This increase in the 
mance when using fewer features can be due to 
aining of the models, because of the use of too many 
es for so little training material. Table 4 and Table 5 
the confusion matrixes for both cases. 



Table 4: Confusion matrix with prosodic features and 
GMM with 86 features 

  INPUT 
  Ang Fea Sur Dis Joy Sad Neu 

Ang 88 1 1 3 4 - - 
Fea 3 89 5 - - - - 
Sur 4 13 78 - - - - 
Dis 1 - - 76 3 7 10 
Joy 4 - - 1 68 - 24 
Sad - 1 - 7 - 89 - 

O
U

T
PU

T

Neu - - - 2 8 1 86 
Acc(%) 90.7 91.8 82.1 78.4 70.1 91.8 88.7 

Table 5: Confusion matrix with prosodic features and 
GMM with 6 features 

  INPUT 
  Ang Fea Sur Dis Joy Sad Neu 

Ang 89 2 4 - 4 - - 
Fea - 90 8 - - - - 
Sur 1 5 83 - - - - 
Dis 2 - - 73 0 14 1 
Joy 4 - - - 82 - 8 
Sad - - - 14 - 83 14 

O
U

T
PU

T

Neu 1 - - 10 11 - 87 
Acc(%) 91.8 92.8 87.4 75.3 84.5 85.6 89.7 

5. Conclusions

Results in emotion recognition experiments are hard to 
compare, because different database designs are used: Some 
use acted speech, whereas others collect real emotions, some 
are multi-speaker and others are not, different basic emotions 
sets are considered... 

Possibly the work presented in [1] is the closest to this 
one, as acted speech and just one speaker are used, with the 
same list of emotions. In this paper, Hozjan and Kacic 
describe the use of the Interface database to train and test an 
speaker dependent emotional speech classifier based on a 
total of 144 prosodic features. Accuracy between 60-90% is 
achieved depending on the language. Other works in emotion 
recognition in speech get 63.5% in a multi-speaker 
framework [2], 80.7% with only 3 emotions and neutral style 
[3] and 82.5% in a multi-speaker environment using HMM 
[11]. 

Regarding to the capability of prosodic features to 
distinguish among emotions, from the results obtained with 
these experiments, it is clear that traditional GMM based 
emotional speech classifiers using spectral features achieve a 
higher accuracy that those which use only prosodic 
information. Nevertheless, it is noticeable that a simple SVM 
classifier with only six prosodic features reaches an accuracy 
of 92.32%, only 6% less than a GMM-MFCC system with 
512 mixtures. This error increase may be compensated by the 
time reduction obtained in the training and testing processes. 

As acted speech was used, emotions may be overacted, 
and classification results in realistic conditions may be worst. 
Nevertheless, it is a good starting point to see how prosody 
may help in emotion recognition tasks. 

These results are very encouraging. As long term prosodic 
features seem to be very little correlated with short term 
spectral features [12], it is expected that the use of both kind 
of parameters reduces even more the classification error. 
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ture work includes considering other types of features, 
as phoneme duration in order to estimate the speaking 

lassifier experts fusion will also be held, so that time 
g spectral information and long term prosodic features 

together to reduce the system error. 
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