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Abstract 
This article describes the conceptual schema of a lexical-semantic database 

for Basque. The schema lets us represent both the Basque version of 
EuroWordNet and the implicit lexical-semantic information extracted in a semi-
automatic way from a Basque monolingual dictionary. 

The model presented here has the following features: i) it is general: that is, it 
subsumes the structure of EuroWordNet, so that we can represent different types 
of relations between words, senses, and even between synsets, ii) it is suitable for 
real applications: it has been implemented in a conventional database management 
system (Oracle 8©), in order to guarantee the practical use of the knowledge base, 
iii) it is linked to other lexical resources, in order to configure a general lexical 
framework for Basque language processing. 

This general lexical-semantic framework is being supplied with the 
information extracted from the dictionary, and the construction of the Basque 
WordNet knowledge base is in an advanced state. 



2 

 
1. Introduction 
 

In this article we introduce the Basque Lexical Knowledge Base (BLKB). It is a large store of 
lexical-semantic information that has been conceived as a multi-purposed lexical-semantic support, 
i.e. a goal-independent resource for processing the language. Application-oriented lexicons will be 
obtained from such a general support. 

BLKB is composed of three databases: EDBL, Basque WordNet, and DKB (cf. figure 1). Each 
of them can be described as follows: 

• EDBL (Euskararen Datu-Base Lexikala) (Aldezabal et al., 2001) is the lexical database for 
Basque. It contains grammar information about more than 80,000 entries. The lexicons 
obtained from it are subsequently used in tools such as a morphological analyser, a spelling 
checker, a tagger/lemmatiser, etc.  

• Basque WordNet (Agirre et al., 2002a) is a lexical-semantic knowledge base whose point of 
departure is the English WordNet developed at Princeton University (Fellbaum, 1998). 
Taking the English WordNet as a reference, new wordnets have been built for some other 
languages, especially in the framework of the EuroWordNet project1 (Vossen et al., 98, 01). 
EuroWordNet, basically, adds multilingual links across different WordNets. In this context, 
Basque WordNet is the Basque component within EuroWordNet. 

• DKB (Dictionary Knowledge Base) is being built in a semi-automatic way from a 
monolingual Basque dictionary (Sarasola I., 1996). It contains a dictionary database as well 
as lexical-semantic information extracted from the dictionary. 

The main core of the article is the description of the DKB database, and it is structured as 
follows: firstly a general view of BLKB is presented; in section 3 the representation model of the 
DKB is described; section 4 explains how Basque WordNet can be represented in this schema; in 
section 5 we present the current state and future work, and finally some conclusions are drawn. 

 
2. General structure of the Basque Lexical Knowledge Base (BLKB) 
 

BLKB is a general framework for Basque lexical-semantic information. This framework is 
composed by several databases, which are connected in pairs (cf. figure 1) and can be described as 
follows. 

Basque WordNet and EuroWordNet are inherently related, as the first one is a component of the 
second. The Basque WordNet is being created dynamically by establishing links between Basque 
senses and EuroWN synsets. This way of proceeding facilitates its construction and allows the 
storage of multilingual relations. 

Basque WordNet is mainly a way of classifying concepts. A similar task has been accomplished 
by analysing the definitions of a dictionary. The results of such an analysis are stored in the Concept 
Classification part of the DKB, which can be related to Basque WordNet. It is worth underlining 
that criteria followed in the creation of both databases are quite different, and so are the obtained 
relations. Therefore, the integration (total or partial) of these databases allows mutual enrichment. 

The DKB groups two different views of the dictionary data. The Dictionary Database stores the 
dictionary itself, and the Lexical-Semantic Database stores the lexical-semantic relations extracted 
from it. Within the Lexical-Semantic Database we distinguish between the Concept Classification 
level, used for storing concepts and relations between them, and the Concept Contextualisation 
level, where usage instances of these concepts are stored. 

                                                 
1 http://www.hum.uva.nl/∼ewn 
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Moreover, the Words have different senses and they are related by the have_senses 
relationship. Each Word must be related at least to one sense (1:n is the participation of Words in 
the relationship). 

Finally, having Words and Senses many attributes in common, they have been merged in a 
Dictionary-Units superclass. 
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3.3.1. Concept Classification 
 

As we mentioned previously, the objective of this work is to store lexical-semantic relations 
between concepts. In the concept-classification level, we consider as concept any sense of the 
dictionary, so we could say that the objective is to store lexical-semantic relations between senses. 

Being aware that fully disambiguated knowledge base cannot be achieved in a short term, in the 
meanwhile we decided to store four possible states: sense-to-sense lexical-semantic relations, sense-
to-sense syntagmatic relations, sense-to-word lexical-semantic relations and sense-to-word 
syntagmatic relations. We took this decision because the knowledge base must be the support for 
later processes and handwork. Furthermore, we consider that even the sense-to-word syntagmatic 
relations could be useful in some applications. 

The four possible states mentioned before are represented in the conceptual schema (cf. figure 
3). As we can see in the figure, there are two entities, Words and Senses, which belong to the 
Dictionary database. There are two more entities Syntagmatic relations and 

Lexical-semantic relations to store the attributes of the relations we use. The set of 
relations is defined according to the nature of the syntactic or lexical-semantic information 
extracted from the dictionary. Syntagmatic relations are linked under the 
Corresponds_to relationship to the Lexical-semantic relations unit to recognize 
which lexical-semantic relation can be under the syntagmatic ones. The 
Ambiguous_syntagmatic relation, Ambiguous_Lex-sem relation, 
Disambiguated_Syntagmatic relation and Disambiguated_Lex-sem 
relation relationships are used to describe the four possible states detailed above, i.e. sense-to-
word syntagmatic relation, sense-to-word lexical-semantic relation, sense-to-sense syntagmatic 
relation and sense-to-sense lexical-semantic relation, respectively. 

Figure 3: Schema of concept classification level 

 
3.3.2. Concept Contextualisation 
 

In this part of the representation model the goal is to store relations between phrasal concepts, 
which are obtained from the dictionary definitions. Each definition is represented by a phrasal 
concept. The phrasal concepts are defined recursively, that is, within a phrasal concept we can find 
another one. 

These phrasal concepts are specialised into compound and simple units. This specialisation 
is total (meaning that all phrasal concepts belong to any of these subclasses) and disjointed (d 
within a circle in the diagram, meaning that a phrasal concept can only belong to one of these 
subclasses). The head of these phrasal concepts is an instance of one concept of the Concept 
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Figure 4: Schema of concept contextualisation level 

Classification part. This instance will be related to its concept using has_a_head and 
has_instance relationships in the diagram. The instance will be related to the sense if the sense 
disambiguation process succeeds. If not, it will be related to the word. As we said before (see 
section 3.2.1), Words and Senses merge into the superclass Dictionary-Units. Therefore, 
it is not necessary to duplicate has_a_head and has_instance relationships.  

Is_linked_in_surface and is_linked_in_deep are two relationships that relate 
two phrasal concepts. If the relation between two phrasal concepts is disambiguated, that is, we 
obtain the lexical-semantic relation, it will be stored using is_linked_in_deep relation. 
Otherwise, if we only obtain the syntagmatic relation, we store it using 
is_linked_in_surface relation.  
 
3.3.3. Example. 
 

Let us consider the following definition of the dictionary, with its corresponding translation. 
Akuilu A1: Makila luze eta buru-eztenduna, abereei eragiteko erabiltzen dena. 
Goad A1: Sharp, pointed stick that is used for driving cattle. 
In figure 5, we can see how the items of concept classification and concept contextualisation 

levels are related. 

 
Figure 5: General view of Lexical-Semantic database
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At the concept classification level, we see a part of the obtained hierarchy. Each of the concepts 
in the hierarchy will be related to a phrasal concept belonging to the concept classification level. In 
the figure, goad is related to the phrasal concept obtained from its definition. Finally, we can also 
see how senses in concept classification (stick and cattle) are related to their uses in the 
concept contextualisation level. 

 
4. Representation of the Basque WordNet in this schema 
 

We manage the representation of the Basque version of EuroWordNet by reusing the model of 
the Concept Classification part described above. Before reasoning on the suitability of the model, 
we want to remark that, from our point of view, the types of relations defined in WordNet are not 
enough to describe some interesting linguistic phenomena. In fact, the need of managing a broad set 
of lexical relations has motivated us to incorporate new types of relations. Therefore, our proposal 
does subsume the EuroWordNet model, and in addition it incorporates more possibilities. 

In table 1, we show the set of types of relations that are dealt with, attending to the basic entities 
of the enriched Basque WordNet: synsets, variants, and words. 

 
RELATION-TYPES USABILITY 

word - variant topic signatures (Agirre et al., 2001) 
variant - synset selectional restrictions (Agirre & Martinez, 2001) 
synset - synset selectional restrictions 
word - synset selectional restrictions 
word - word Collocations 

variant - variant Antonyms 
Table 1: Set of types of relations  

At this point, we must define the categories of WordNet in terms of the entities of our schema. 
In our opinion all the relation-types above-mentioned can be correctly represented in our model 

just by establishing a set of correspondences between the entities of Basque WordNet and the 
entities of the general representation schema of the Concept Classification. According to that, words 
in Basque WordNet correspond to the Words entity in the schema, variants in Basque WordNet 
correspond to Senses, and synsets in Basque WordNet are represented by the explicit synonymy 
relation in the schema. Following this criterion, the proposed schema is suitable to represent Basque 
WordNet, including the new relation-types. 

 
5. Current state of the BLKB and future work 
 

The dictionary database in DKB has been already supplied with the information extracted from 
the dictionary. Namely, 33,102 dictionary-units, 3,160 sub-entries, and 45,873 senses with their 
corresponding relations are stored in the Dictionary Database. 

Besides, the links between the DKB and the lexical database (EDBL) have been established. 
Table 2 shows the level of integration between the two databases. 

 entries sub-entries (multiword units) 
# entries 35,697 3,230 

satisfactory links 80% 33% 
links between roots 17% - 

Table 2: Links between the lexical database (EDBL) and the dictionary database (DKB) 
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These links have been established automatically. Data correspond to the entries of the 
dictionary that have been linked to EDBL´s entries. The low integration-level of the sub-entries is 
because they are multiword units and in the lexical database their components are stored separately. 
In the case of derived forms (Basque is agglutinative), we decided to link the roots when it is not 
possible to link the whole forms. 

With respect to the lexical-semantic part of the DKB, the acquisition of relations from the 
dictionary is in progress. 

Table 3 shows the number of relations that have been extracted from the dictionary and stored 
in the knowledge base so far. 

 Extracted relations Stored relations  
Synonymy 19,809 16,949 %85.6 

Hypernymy 20,658 18,331 %88.7 
Specific Relators 5,386 4,169 %77.4 

Overall 45,853 39,449 %86 
Table 3: State of the DKB 

About 40,000 relations have been stored. The difference between the number of extracted and 
stored relations is due, mainly, to circularity problems, that is to say, words that appear in 
definitions but do not appear as entries. The other important reason is that some relations are 
duplicated because the morphological analyser yields more than one single analysis for some words. 
In these cases, we only store one relation and avoid storing the same relation for different analysis. 

Finally, the construction of the Basque WordNet knowledge base is in an advanced state 
(Agirre et al., 2002a). In the last two years, we have been adding Basque senses to EuroWordNet. 
The current version of Basque WordNet has about 25,500 Basque words and 51,900 senses that 
have been manually revised. 

For the future we are planning to enhance the contents of the lexical-semantic framework. For 
this purpose we intend to: 

• Deal with the relations extracted from a deeper analysis of the dictionary, including the 
derivational relations. 

• Repeat the same process with other bigger monolingual dictionary (Elhuyar, 2000). 
• Include relations extracted from other sources, such as corpora, as it is aimed in the 

MEANING project. 
• Incorporate information on named entities and classify them. 
 

6. Conclusions 
 

A general lexical framework has been presented. The representation model is based on 
assumptions from other models, such as Hiztsua, WordNet, EDR (Artola, 1993; Lenat et al., 1995; 
Yokoi, 1995) and is adapted to our needs according to the following features: 

• Levels of lexical knowledge and connectivity: the morphosyntactic information and the 
semantic information have been stored in two different databases. Both databases have been 
linked by means of the lexical unit identifiers. 

• In the semantic knowledge base, the distinction between phrasal and type concepts involves 
two representation layers. For representing conceptual knowledge, a relational model has 
been adopted. 

• This lexical framework is conceived as a general working environment. Special attention 
has been paid to the state of the stored information, that could be fully or partially 
desambiguated. 
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• The representation schema is open, flexible and general. It must be underlined that the 
extended entity-relation schema of the proposed model subsumes WordNet and EuroWN, 
even the forthcoming 2.0 version, and allows to represent all the information extracted from 
the monolingual dictionary. The model could be reused to represent heterogeneous lexical 
resources. 

• The representation of the Basque WordNet includes entities and types of relations that are 
not present in WordNet. 

• The Basque WordNet and the concepts extracted from the monolingual dictionary are being 
mapped. Our purpose is to enrich the Basque WordNet resource with the relations stored in 
the Concept Classification level, and vice versa. Indirectly, we would enrich EuroWordNet, 
given that it is a multilingual resource in which the relations for each language could be 
used in the others. 
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