Tema IV
APLICACIONES LINEALES

Objetivos

v’ Conocer el concepto de aplicacién lineal entre dos espacios vectoriales.. Saber
comprobar si una determinada transformacion es lineal.

v’ Saber calcular las imagenes mediante una transformacion lineal de un.vector o de
un subespacio completo.

v’ Saber buscar qué vectores se transforman en el vector nulo y.qué vectores son la
imagen de algun vector.

v’ Entender que cada aplicacion lineal puede ser representada por una matriz. Saber
realizar todo lo anterior trabajando con dicha:matriz.

IV.1. DEFINICION DE APLICACION LINEAL. PROPIEDADES.

Definicion. Sean E y F dos espacios vectoriales sobre el cuerpo K, de dimensiones ny

m respectivamente. Una aplicacién f de .E.en F que asigna a cada vector x de E un

vector f(x) de F

f: E - F
x - f(x)

es una aplicacion lineal si verifica Yas condiciones

Ox,yOE fxX+y rfx¥fy
INOxOE y aOK fi@ax)=af k)

La condicion I) indica que la imagen de la suma de dos vectores es la suma de las

imagenes.

A veces nos referimos a las aplicaciones lineales como transformaciones lineales.
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Ejemplo

Se define la aplicacién
f:R® - R?

X
X=X, — f(X):(Xl;;ij
X

Probar que f es lineal.

Solucién. Sean X:(X1 X, X?))t e y=(y1 Y, yg)tdos vectores’nde R’

Comprobemos las condiciones I) y II) de la definicion de aplicacion lineal.
Dx+y=(% % X)*(¥i Vo Vo =(X+ys Xgxy, xsty)
FOHY) =(0+ Y+ X+, XYy =(Xgtx, xJ #(yity, v =100+ f(y)

t
1

) OxOR’y a0K se tiene que como ax :a’(x1 X, X3)t:(a’x1 ax, axg)

flax)=(ax+ax, ax) =a(x+x, X)=af(x)

Se define la aplicacion
fAN R?

X
X=|X - f(X):(Xl-'-ij
X +1
X3

Veamos si f es una aplicacion lineal.

Solucion.

Sean x=(x X, X)) ey=(Y, ¥, Ys) dosvectoresde R®. Comprobemos las dos

condiciones I) y II) anteriores.
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Dado que x+y=(% % X)) +(yy Y, Vi =(X;+y, X,*y, Xsy) se tiene
que f(x+y)= (X +Y,+ X+, Xoty +l)
Por otro lado,
t t t
f(x)"'f(Y):(Xl"'Xz X3+1) +(y1+y2 y3+1) :()(1+y1+xz+y2 X3+y3+2)'

De donde f(x)+ f(y) # f(x+y), luego f no es lineal.

Ejemplo

Sea A una matriz real de tamafio m x n. Probar que la aplicacion siguiente es-lineal.

f:R" S R™
X - f(x)=.Akx

Solucion.

Sean x e y dos vectores de R" y.& Un: humero real.” La comprobacion de las dos

condiciones de linealidad es directa, utilizandoslas propiedades de las matrices

fxty)="Alx ty)= Ax+ Ay = f(x)+ f(y)
f (ax) = Alax) =aAx =a f (x)

Por lo tanto, f es.lineal. |

Sea E un espacio vectorialireal y B:{ul,uz,...,un} una base de E. Probar que la

aplicacion coordenada es lineal

X - f(X)=xg

Solucion.

Supongase que
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X Y1
y
Xe = XZ Yy Y& = :2
X, Yn
Entonces
x+y =(xu, +xu, +oExu)+H(yuy Fyu, ety ) =
= (X +y uy +(% Y )uy +o (X YU
con lo que

Es decir f(x+y)=f(x)+ f(y)
Por otro lado
ax = a (Xu, F3Uy+ .+ XU ) = axu, +axu, +.. o axu,

luego

ax, %
(ax)y= a:XZ =a| =ax,
ax, X,

yasi f(ax)=af(x)

En consecuencia, f es una aplicacion lineal.

Esta propiedad se sigue verificando si se cambia R" por K". <

Son muchos los ejemplos de aplicaciones lineales definidas entre espacios vectoriales.

Asi la proyeccion y la simetria respecto de cualquier eje coordenado son también
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aplicaciones lineales en el espacio vectorial V°.
Propiedades de las aplicaciones lineales.

Sea f una aplicacion lineal definida entre los espacios vectoriales E y F sobre K.

Entonces:
1) Ox,yOE y OA uOK se tiene que f(Ax+puy)=Af(x)+uf(y)
Por extension, la propiedad se puede generalizar a cualquier nUmero de sumandos:

2) Si se denota por O el elemento neutro para la suma en E y por Og el elemento-neutro

para la suma en F se tiene que f(0;) =0, puesto que f(0;) = f(00k)=0LF (x)=0,

Sin embargo puede haber mas elementos de E que<tengan por imagen el 0. Todos
ellos constituirdan un subespacio, que estudiaremos mas adelante y se denominara

nucleo de f.

3) Si el conjunto S:{el,ez,...,ep} es ‘linealmente dependiente, entonces el

conjunto f(S) :{ f(e,). f(e,)i f (e, )} es también linealmente dependiente.

Demostracion. Si+ el ~conjunto S:{el,ez,...,ep} es linealmente dependiente
entonces la combinacion nula a, (e, +a, (e, +...+a (&, =0, se cumple con algdn

o;#0. Sea
fa e, +a,te,+. +a,0e,)=1(0) =0, =a,f(e,) +a,f(e,) +...+a, T (e,)

Esto es wuna relacion nula de los f(e;) con algin o#0. Luego,

f(S) ={ f(e,) f(e,),....f(e, )} es linealmente dependiente. n

4) Si f(S)={f(e1),f(ez),...,f(ep)} es linealmente independiente, entonces

S={e1,e2,...,ep} es también linealmente independiente.
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Demostracion. Es evidente por la propiedad anterior, ya que si S es ligado, entonces

f (S) también es ligado. =

5) Si el conjunto S={e1,e2,...,ep} es linealmente independiente, entonces el

conjunto f(S) ={ f(e,), f(e,),....f (e, )} puede ser o no linealmente dependiente.

Ejemplo

Sea la aplicacién lineal
f:R® - R?

X
X=X, — f(X):(Xl)-;XZJ
X

Consideremos el conjunto de vectores B:{(l 0 O)t ,(O 1 C)t (O 0 )]t} de R’

que es libre. Calculemos f(B):

f(B) ={(1 0,10 (0 )t} gue es unp-conjunto linealmente dependiente en R2

Si ahora se considera ‘el \conjunto’ U 2{(1 0 O)t ,(0 0 :)t} de R’ se tiene que
fU) :{(1 0)+(0 Zl)t} es.un conjunto linealmente independiente en R”. <

IV.2. IMAGEN Y NUCLEO DE UNA APLICACION LINEA

Sea f una aplicacion lineal definida entre los espacios vectorialesEy F, f :E - F

Definiciéon. Se llama ndcleo de f al subconjunto de E Ker f ={XDE/ f (x)=0F}, es

decir, Ker f es el conjunto de vectores de E, que tienen como imagen por f el vector

nulo de F. También se le suele denotar por Nuc f 6 N( f).
el nlcleo de una aplicacion lineal es un subespacio vectorial de E.

Teorema. El nucleo (Ker f) de una aplicacion lineal f es un subespacio vectorial de E.
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Demostracion:
Hay que comprobar las tres condiciones de subespacio.

El vector O, UKer f ya que f(0;)=0,.
) Ox,yUOKe f=x+ylOKer f.

Sean X,y [UKer f :De donde: f(x+y)“_ea]f(x)+f(y) = 0.+0. =0,

f xDKerf,_yDKerf
luego, x+y I Ker f
I) OxOKer f Dd0o0OK = ax[OKer f.Sean x[OKer fHa K, luego

f(ax) Hiea] af(x) XDK:er f a0, =0,

por lo tanto axOKer f .

Queda asi demostrado que Ker f es Un.subespacio-vectorial de E. m

Definicion. Se llama imagen ‘de la .aplicacion lineal f al subconjunto de F

Im f ={f(x) OF/xOE}. Es decir, Im\f es el subconjunto de F, formado por las

imagenes, mediantef, de los vectores de E.

Teorema. La-imagen (Im f) de una aplicacion lineal f:E - F es un subespacio

vectorial de F.
Demostracion:

Hay que comprobar las tres condiciones de subespacio vectorial. Puesto que

f(0g) =0,, se tiene que Im f contiene al vector nulo.
) Oy,y,0mf=y, +y,0mf

Sean y,,Y, Im f Entonces existen dos vectores x,,x, JE tales que
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f(x)=y, O f(x;)=y,
Como Y11Y2= f(x) + f(x,) el f(x, +x,;)
se tiene que y, +y, OJIm f , ya que es imagen por f del vector x, +x, de E.

) OyUOImfO0a0K=ayUOIlm f.Sean yOIm f Oa UK, luego

a'y:a'f(x)fI » f (ax)

i
por lo tanto ayUIm f .
Queda asi demostrado que Im f es un subespacio vectorial de F. m

Observacién: La imagen de un subespacio vectorial.S.de E f(S):{ f(x)OF/xO S} es

un subespacio vectorial de F.

El subespacio imagen mas importante €s.el f (E); es decir la imagen de todo el espacio

vectorial de E, que se denota, tal y como hemas visto, como Im f

Ejen

Sea la aplicacion lineal

f:R® R?
Xl
X, +X,
X=X, - (%) :( j
X XX,

Siendo x = (Xl X, X3)T. Se pide:
Hallar Ker f.

Encontrar los vectores linealmente independientes de R®con la misma imagen.

Calcular Imf.
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Solucion:

+
(i) x=(x, x, x;) OKerf = %

Asi pues Ker f 2{(0 0 )<3)t /XSDR}, siendo {(O 0 ])t} una base de Ker f, y por

tanto dim Ker f =1

(i) De la definicién de f se deduce que los vectores u = (1 1 ])t y N = (1 1 2)t
cumplen f(u)=f(v)= (2 O)t
(i)  Sea f (x) un vector de Im f siendo x = ()(1 X, Xs)t, entonces

t

f(x):(xl"'xz X, 'Xz)t:(xl Xl)t+(xz 'Xz)tle(l 1)t+X2(1 _])
Luego Im f :S)an{(l 1)t (1 -])t}

Puesto que {(1 1)t (1 -])t} es un conjunta linealmente independiente, es una base

de Im f, con lo que dim Im.f = 2, Obsérvese que se cumple la siguiente relacion de

dimensiones dim R?® =dim Ker'f +dim Imf . Esto sera asi en general (ver el Teorema

fundamental de |as aplicaciones'lineales en IV.3).

Definicion: Se llama rango de wuna aplicacion lineal a la dimension del subespacio

imagen Im f: rangof = dimif (E)= dim Im f

Teorema: Sea f:E — F una aplicaciéon lineal. Si B={e1, €,, . en} es una
base de E, entonces f(B) :{ f(e,) f(e,) - f(en)} es un sistema generador de f

(E) (es decir, de Im f).

Demostracion:
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Sea x un vector arbitrario de Ey B ={e1, €, en} una base de E. Entonces:

x:xle1+x2e2+---+xnen
Y ()= f(xe, +xe,+-+xe)=xf(e)+xf(e,)+-+xf(e)

Luego Im f ZSJan{ f(e)), f(ey), -, f(en)} y por tanto

f(B) ={ f(e)), f(ey), -, f(e, )} es un sistema generadorde lalmf =

Como consecuencia de este teorema se tiene que dim Im f <dim E=n.

Observacion. Si B es una base de E entonces f (B) genera Im f, porlo que quedandonos

con los vectores linealmente independientes de f (B) tendremos una base de Im f.

IV.3. TEOREMA FUNDAMENTAL DE LAS APLICACIONES LINEALES

Teorema. Sean E y F espacios vectoriales sobre Ksiendo.E de’dimension finita.

Si f:E - F esuna aplicacion lineal entences dim E'= dim Ker f + dim Im f
Demostracion (opcional):

Sea E un espacio vectorial*de dimension n, y {el, €.t ep} una base del Ker

f, luego dim Ker f.='p. Se probara que dim (Imf) =n-p

Por el Teorema de la-Base Incompleta (ya estudiado en el Tema 2), se puede

encontrar una base.de E de/a forma
{el,ez,...,ep,ep+1,ep+2,...,en}

Ahora bien, se tiene que

Im f :Span{f(el), f(e,), -, f(e,) fle,.) -, f (en}
Ycomo f(e)=0. 0Oi=12,--,p

Entonces:
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Imf=Soan{f(ep+1), fle,..), -, f(en)}

Veamos que {f(ep+1), fleg.2), - f(en)} es un conjunto linealmente

independiente. Para ello se construye la combinacion lineal nula

bp+1f (ep+1) + b

p

+2f(ep+2)+"'+bnf(en) :OF
Entonces:

f (bp+1ep+1 + b

he2€pi2 To0 be,) =0,

Luego el vector b.,e_.,+b . e

h+1€ps1 T 0,42 +..-+Dh e estd en “Ker\f, yspor:tanto es

p+2

combinacion lineal de los vectores de la base de Ker f, es.decir

b.e .+b. e

p+iTp+l © “p+2 p+z+"'+bne,,=aie1+a2e2+-.-+ape

p
O equivalentemente
_aiel a a'2e2 T apep + bp+1ep+1 N bp+2ep+2 Shad bnen - oE

y como {el,ez,...,ep,ep+1,ep+2,...,en} es una base de E, todos los coeficientes

anteriores son nulos:En particular

bp+1:bp+2:"'=bn =0
Luego, { fle,.), fle) . fle, )} es un conjunto linealmente

independiente y en consecuencia una base de Im f. Claramente dim (Imf) =n-p

Por tanto, dim Kerf + dmImf=p + (n-p) =n. (]

Si Ker f = {0g}, la demostracion del teorema no se empezaria construyendo una base de
Ker f por no existir, sino que se partiria de una base B arbitraria de E y todo el

razonamiento del teorema seria el mismo.

Si Ker f = E entonces Im f = {0 y se cumple trivialmente que
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dimKerf+dimImf=n+0=n.

IV.4. CLASIFICACION DE LAS APLICACIONES LINEALES

Sean E y F espacios vectoriales sobre K,y f :E - F una aplicacion lineal.
Definicion. Se dice que:
(i) fesinyectivasi Ox,y/ f(x)=1f(y) = x=y.

(i) f es sobreyectiva si para cualquier vector y de F, se puede encontrar un vector x

deEtalquef(x)=y. OyOF =0OxOE/ f(x)=y.

(i) f es biyectiva si f es inyectiva y sobreyectiva. Sio f+es biyectiva se llama

isomorfismo.

De acuerdo con las propiedades vistas al comienzo del tema;.las aplicaciones lineales
conservan la dependencia lineal. Sin embargo, en general, las aplicaciones lineales no
conservan la independencia lineal, Ahera bien,. cabria preguntarse si algun tipo
determinado de aplicaciones la conserva. La clase de aplicaciones que pueden tener
esta propiedad, son sin duda'las aplicaciones inyectivas, ya que si un vector tiene

antimagen, ésta es Unica. Los.siguientes resultados prueban este comentario.

Teorema (Caracterizacion de las aplicaciones lineales inyectivas). La condicién

necesaria y suficiente para que f sea inyectiva es que Ker f = {Og}.
Demostracién (opcional):

=) Supongase que . E — F es una aplicacion lineal inyectiva.

Sea x[Ker f = f (x)=0;. Ademas, por ser f lineal se tiene que f (0g) = O.

=f(x)=1(0;,) = x=0

f inyectiva

f (x) =0,
f(0,) =0F}

Como f es inyectiva x = Og. Por tanto Ker f = {Og}.
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[0) Sea Ker f = (0g). Se va a demostrar que entonces f es inyectiva. Sean

x,yOE/ f(x)=f(y) o equivalentemente f(x)—f(y)=0;, y por ser f lineal
f(x-y)=0.. Luego x—-yKer f ={OE} ,de donde x - y = {Og}, y por tanto x = y.

Luego, f es inyectiva. [

Notese que como consecuencia del teorema anterior, si E y F son dos espacios

vectoriales de dimension finitay f:E — F es una aplicacion lineal inyectiva, entonces

dimE< dimF.

Teorema. Si f :E - F es una aplicacién lineal inyectiva y {el, aN -, ep} es un
conjunto de vectores de E linealmente independientes, entonces
{ f(e,), f(ey), - foe, )} son también linealmente independientes en F.

Demostracion:

Sea {el, €, ALt ep} un conjunto.de vectores.de E.

La combinacion lineal nula_a,f(e,) +asf(e,)+---+a,f(e,) =0, puede escribirse

como f(ae, +a.e, +-*+a,e,) =0 Luego ae, +ae,+---+a,e, UKer f
y por ser f inyectiva, Ker f = (0g), de donde

ae tae, t--+ae, =0

Como los vectores {el, e,, , ep} son linealmente independientes, entonces
a, =a =a,=0
Por tanto { fle,), f(ey), - fo(e, )} son linealmente independientes. =

Teorema (Caracterizacion de las aplicaciones lineales sobreyectivas).

Sea f:E - F una aplicacion lineal. La condicién necesaria y suficiente para que f sea

sobreyectiva es que Imf = F.
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Demostracion (opcional):

=) Supdngase que f:E — F es una aplicacion lineal sobreyectiva, es decir, para

cualquier vector y de F se puede encontrar un vector x de E tal que f (x) = y. Luego

Imf=F.

[J) Seay un vector de F = Im f, entonces existe un vector x JE talquef(x) =y =

Si f:E - F es una aplicacion lineal sobreyectiva, y E 'y F son dos espacios vectoriales

de dimension finita, se sigue, del teorema anterior, que dim E= dim F

Corolario: Sea f:E — F una aplicacién lineal. La condicion.necesaria y suficiente para

que f sea biyectiva es que Ker f :{OE} elmf=F

Como consecuencia de este corolario, se deduce:que, .si¢Evy F son dos espacios

vectoriales de dimension finitay f:E - FEeswna aplicacién lineal biyectiva, entonces

dim E = dim F.

Reciprocamente, si dim E = dim F,.entonces la aplicacion lineal f :E - F, cumple:
a) f es biyectiva < esinyectiva/(Ker f :{OE} )

b) f es biyectiva.< es sobreyectiva (Im f = F).

Definicion: Si |a aplicacion lineal-esta definida de un espacio vectorial E en si mismo,

f :E - E, recibe et'hombre.de.endomorfismo.

Corolario: Seguin lo anteriormente expuesto, si f :E — E endomorfismo y la dim E es

finita, entonces se cumple que

a) f es biyectiva = esinyectiva (Ker f ={OE})

b) f es biyectiva < es sobreyectiva (Im f = E).
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IV.5. EXPRESION MATRICIAL DE UNA APLICACION LINEAL. CAMBIO DE

BASE.

IV.5.1. Expresion matricial de una aplicacion lineal

En este apartado se va a calcular la imagen de un vector x de E en funcion de las

coordenadas de dicho vector respecto a una base de E.

Sean E y F dos espacios vectoriales de dimensién finita sobre el mismo cuerpo K. Sea f

una aplicacion lineal definida entre E y F. Sean U :{ul, u,, -, un} y
V :{vl, V,, -, Vm} bases de E y F, respectivamente.
Si x es un vector de E, entonces

X = XU, + XU, +-- X U

n

con lo que X, =

X,

Entonces, la imagen de x puede expresarse de la forma siguiente

por serf
lineal

FOO=T0eug woouy deatxu,) = xfu)+xf(uy)+-+xf(u,) (1)

Es decir, lasimagen del vector x €s combinacion lineal de las imagenes de los vectores

de la base U de‘E.

Los vectores f(x), f(u,), f(u,),..,fU,) pertenecen al espacio vectorial V. Si la

relacion (1) se cumple, también se cumplira la misma relacion entre las coordenadas de

estos vectores en cualquier base de F, en nuestro caso la base V. Por tanto:

(F09), =x(f(u)), +%(f(uy), ++x(f(u,),

Y escribiendo la relacion anterior como un producto matricial
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%

(F00), =((F), [(Fw), [ (fw)),)

(f(x), =My, (F) kg 2)

Donde la matriz M, (f) se llama matriz de f respecto a las bases U y V:Notese que la
primera columna de M, () estd formada por las coordenadas (respecto a la base V),

de la imagen del primer vector de la base U; la segunda columna por las .coordenadas
(respecto a la base V) de la imagen del segundo vector de la base U. En general, la j-
ésima columna esta formada por las coordenadas (respecto a la base V) de la imagen

del j-ésimo vector de la base U.

M,y (f) esuna matriz de orden m x n, sidim'E = n y'dim F = m.

Del resultado anterior se deduce que todasilas aplicaciones lineales entre espacios
vectoriales de dimensién finita reales o.complejos son equivalentes a la multiplicacién

matricial de vectores coordenados. Esquematicamente:

> > F
xeE y=f(x)eE
&
|
|
|
A v
Xy = Yy=AX,

donde A es la matriz de f respecto a las bases Uy V, es decir, M, (f).
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Ejemplo

Sea la aplicacién

f: B, - P,

YORBERIUESL LY

(i) Hallar la matriz de f respecto a las bases U :{l+ t, t+t%, t2+]} de Ps y

V={1+t, 1~ deP..

(i) Empleando la expresién matricial de la aplicacion lineal, obtener f (L+t+t%)

Solucion:

(i) La matriz de f respecto a las bases U y V es de la forma:
Mvu(f)z((f(1+t))v (ft+1)); (f(t2+1))v)

Calculemos (f(l+ t))v. Obsérvese que f(1+t)= 1 y este vector se expresa en funcion
de la base Vcomo 1 = 0.5(1+t) + 0.5 (1-t)

0.5
Luego ( f(1+ t))v =@ :[ J

0:5

Por otra parte f(t+t”) =1+t que en la base V se expresa como 1 + t = 1 (1+t) + O (I-i)

Luego (f (t+1)) =(a*1), :[3

Finalmente f(t*+1)=t=05(1+t)-05(1-t)

uege (1(E41), =(9, =( o)

Por tanto la matriz de f respecto a las base Uy V es

Pagina 131




Aplicaciones lineales

05 1 O.
M, (f)=
w () (0.5 0 —0.3
(i) Sea v = 1+t+t>, que se expresa en la base U como

1+t+f = 0.5 (1+t) + 0.5 (tA) + 0.5 (E+])

luego
0.5
(1+t+¢2) =05
U
0.5
05 1 O 03 i\
2 — . ) D . 2
Por lo tanto MVU(f)[Q1+t+t )U —(0.5 0 _0.3 0.5 —( J—(f(1+t+t ))V

siendo (f(1+t+t2))v el vector coordenadg, en la base V, de f (1+t+1%). Segin la

notacion comentada anteriormente

0.5
0.5 AN'O. i\
2 =) B — — —_
My, (F) {1+ t+1 )U _A&_[O_s X _0.3 8.5 _( J_ y=(f @+ t+ 12))V <
Sea la aplicacion lineal
B R? - R?

) - el

Se pide
(i) Hallar la matriz de f respecto a las bases canonicas.

(i) Calcular f (z), donde z = (2 -3)", utilizando la matriz de f
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Solucion:

t

() Sea B ={e1 = (1 0) e,= (O ])t} la base candnica de R”.

Entonces
Mes(F)=(Cs(f(e,)) Co(f(ey)))

Como
f(e,)=(-1 0)'=C,(f(e,))

f(e,)=(0 -1 =Cy(f ()

, -1 0
se tiene que My (f) = .

(i) Como C, ( f (z)) = Mg () [Cy(z) entonces

sttty 33

IV.5.2. Cambio de base: relacion entre las matrices de una
aplicacion lineal en bases distintas

Si  se consideran..“ahora otras dos bases U'={u'1, u',, -, u'n} y
V':{v'l, V', N v'm} para E y F, respectivamente, segun lo visto en el apartado

anterior la expresion de la aplicacion lineal respecto de estas bases vendra dada por

Por otra parte, teniendo en cuenta la relacion que existe entre las coordenadas de un
vector de un espacio vectorial respecto a dos bases distintas vista en el Tema II,
sabemos que si XLIE y P es la matriz de paso (regular) de la base U de E a la base U’

de E, se tiene que
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X, =P, (4)

Analogamente, si yIF y Q es la matriz de paso (regular) de la base V de F a la base V'

de F

yv =Q0. ()

Segun lo visto en el subapartado anterior, la expresién matricial de f respecto de las

bases Uy V de E y F, respectivamente, viene dada por la ecuacion (2)
yV = MVU (f ) &U

Esquematicamente:

E(dimn) f v F(dia m)
Base U MatrizM,{f) < “BaseV
p Q
Basc US\ - Matriz M, (f} Base V’

Si la matriz M, (f)-se representa‘como A;, la expresion (2) queda:
Yo = Ay (6)

Sila matriz M, .(f) serepresenta como A, la expresion anterior resulta:
Yo = A By (")

Sustituyendo en (6) las expresiones (4) y (5) que relacionan las coordenadas de los

vectores en bases distintas se obtiene:
Q. = AP,

Premultiplicando por R-* resulta:
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Y, =Q AP, (®)

Como la expresidon matricial de una aplicacion lineal, una vez elegidas una base para E 'y
otra para V, es Unica, las expresiones (7) y (8) han de ser iguales, con lo que se obtiene

que
A=Q'AP
o lo que es lo mismo M .(f)=Q* M, (f)[P

Esta es la relacién que verifican las matrices asociadas a una misma aplicacion lineal f
cuando se cambian las bases de E y de F. Se dice que A; y A, son equivalentes, como

establece la siguiente definicion.

Definicion: Dos matrices A; y A, , ambas pertenecientes @ E._ . (K), se dicen
equivalentes si estan asociadas a una misma ‘aplicacion.lineal de E en F (respecto de
bases adecuadas) o, lo que es lo mismo, si existen_dos matrices regulares P y Q
cuadradas de orden ny m respectivamente , tatésique A, =Q™[A [P. Recordando la

teoria vista en el Tema I podemos decir. que las matrices equivalentes A; y A, ,se

caracterizan también por tenerla misma dimensién y rango.

En el caso particular en"que E=F, es decir, en el caso de un endomorfismo se pueden
tomar iguales las.bases U y V. entre si, asi como las bases U'y V' entre si, por lo que las

matrices de.paso Py Q'son idénticas. Esquematicamente:

E (dim.) ! E (dim n)
BaseU — MatrizM,(f) — BascU
p P

W
BaseU’ — MatrizM,, (f) — Basc U’

Asi, la relaciéon entre las matrices del endomorfismo f al cambiar de base en E es:
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MU‘U'(f):P-lDMUU(f)DP

O bien llamando A; a la matriz M, , (f)y Az a la matrizM,,,,.(f)

A =P'AP.

Se dice en este caso que las matrices A; y A, son semejantes, como establece la

siguiente definicion.

Definicion: Dos matrices cuadradas A; y A, , ambas pertenecientes a E_ (K), se dicen

nxn
semejantes si estan asociadas a un mismo endomorfismo (respecto de bases

adecuadas) , lo que equivale a que exista una matriz P regular , cuadrada de orden n,

tal que A, =P*[A [P. Se observa que la semejanza de matrices esin caso particular

de la equivalencia; por lo tanto, las matrices semejantes también tienen la misma

dimensién y el mismo rango.

Observacioén 1 (sobre el rango de una aplicacion lineal): es facil darse cuenta de que el
rango de una aplicacion lineal f (es‘decir, la dimension del subespacio imagen de la
aplicacién)es igual al rango de su-matriz A:asociada en cualquier pareja de bases Uy V

de los espacios E y F, respectivamente, “Es:decir
Rang f=dim Im f= Rang A

Esto es asi porque, com@ se ha visto anteriormente, si U ={u1, u,, -, un} es
base de E, entoncesf (U) ={f(u1), f(uy), -, fu, )} genera el subespacio

imagen de la aplicacion: Imf = f (E), por lo que para obtener una base de Im f bastara
con extraer de este conjunto los vectores que sean linealmente independientes. Pero

las coordenadas de f(u,), f(u,), ---, f(u,) (respecto de la base V) son

precisamente las columnas de la matriz A, por lo que el nUmero de estos vectores que

son independientes (y por lo tanto el rango de f) coincide con el rango de A.

Observacién 2: notese que, fijadas las bases, la matriz de una aplicacion lineal es Unica,
si bien una aplicacion lineal puede representarse mediante distintas matrices si se se

consideran diferentes bases. Cualquier aplicacién lineal entre espacios vectoriales E y F
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de dimensiones n y m respectivamente, tiene asociada una matriz de dimensidon mxn
en funcién de las bases de E y de F que se hayan elegido. Reciprocamente, dada una
matriz de dimensién mxn, cuyos elementos estan definidos en un cierto cuerpo, es
posible encontrar una aplicacion lineal que respecto a ciertas bases de los espacios

vectoriales considerados, tiene como matriz asociada la matriz dada.
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Tema IV. Ejercicios
IV.1. Estudiar si las siguientes aplicaciones son lineales:

a) | ‘R? 5 R/ f(X,%,) =Xk,

b) g:R3 - Rglg()(l,xz,xg): (O’XZ'XG)

IV.2. En el espacio vectorial V de las matrices cuadradas de orden n sobre R se
considera la aplicacion F:V - V/F(A) = A + A.

Demostrar que F es lineal, calculando su nucleo y su imagen.

IV.3. Sea el endomorfismo:

f: Vv, - V;
X —2X+4y+ 2z
y X+Ay+ Az
z =X+2y+Z

a) Demostrar que Rango(f)=2 0 A.OR
b) Hallar Ker(f) e Im(f)para A==2

IV.4. Sea V el espacio vectorial de las funciones reales de variable real con las
a

operaciones usuales. Si A :IR® - V, es la aplicacién que a cada terna | b [OR®

C
a
le asocia la funcion f| b j=alSn’(x)+bCos’(x) +c, hallar una base de Ker(f)
¢

y otra de Im(f), analizando si f es inyectiva, y si es sobreyectiva.

IV.5. Sean P;y P, los espacios vectoriales de los polinomios de grado menor o igual
que tres y dos respectivamente. Se define una aplicacion:

T: B - R
p - T(P= [ p)adt

Se pide:

a) Hallar la matriz de la transformacion.
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IvV.6.

IV.7.

IV.8.

b) Hallar T(2x*+4x) y el vector o vectores originales de X°—2x*+ 2x
respecto de la transformacion lineal T.

En el espacio vectorial de los polinomios de grado menor o igual que tres:

a) Demostrar que {1, (x+1),(x+ 1y ,X3} forman una base.

b) Hallar las coordenadas del vector (x+1)°® en esta base.

c) Sea la plicacién lineal f que a cada polinomio le hace corresponder su
derivada. Hallar la matriz de dicha aplicacion en la base usual

B :{1,x,x2 ,x3} y también en la definida en el apartado a)

Se considera el espacio vectorial V, de las matrices cuadradas de orden 2 sobre

los nimeros reales y el espacio P; de los polinomios de coeficientes reales de
y p

grado menor o igual que tres. Se define la aplicacion:

f:v, -~ R/OBOV, f(B)=(1 x)B(XZj
X

Se pide:

a) Demostrar que es aplicacion«lineal.

b) Calcular la matriz A de’f.en las bases.canonicas y dar bases de la imagen y del
nucleo.

c) Calcular el- conjunto ~de” matrices que se transforman en el polinomio
X3+ X%+ 2%

y

X
En. el espacio vectorial: E:{A:{ .
V4

}/x, Y,z t DR} se define |la
transformacion T de E.en si mismo :
T: E = E

1 2
A - T(A= M.A-AM ,siendoM :{O J

Se pide:
a) ;Es la transformacion T lineal?
b) Ecuacion matricial de la transformacion.

c) Dimension y base del nucleo de T: Ker(T)
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IV.9.

IV.10.

IV.11.

d) Dimension y base del subespacio imagen de T: Im(T)
e) Naturaleza de la transformacion.

Dada la aplicacién lineal f:R* - R® que en la base canénica viene dada por la

& X
expresion f = X, . Hallar la matriz A de la aplicacion lineal en
X, =X EX X
las bases canénicas de R* y R>? Es inyectiva? ;Es sobreyectiva? Si las
1 0 0 1
coordenadas del vector x respecto de la base B'= v g 3 son
0 0 1 1
0 0 0 1

Cy(x) = hallar su transformado, es decirf(x).

N S = V)

En el espacio E; de los vectores libres del espacio, se define una aplicacién que
transforma un vector en su simétrico respecto del plano horizontal Z=0. Se pide:

a) Ecuacion matricial de la“transformacion lineal y naturaleza de la misma.
b) Dimensién, base.y.ecuaciongs cartesianas del subespacio imagen.

c) Dimension, base y ecuaciones cartesianas del nucleo de la aplicacion.

. ; 7 . . . T
A un cubo.de aristaunidad y colocado segun la figura, se le aplica un giro de >

radianes en el sentido positivo alrededor del eje Y y una traslacion de vector
1

v=|2]|.
3

a) Calcular las coordenadas de los vértice A y B del cubo transformado,
escribiendo las ecuaciones matriciales del giro y la traslacion efectuados.

b) ;Se pueden considerar el giro y la traslacion como aplicaciones lineales? ;Y la
combinacion de ambos?.
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IV.12. En el espacio afin tridimensional E; de vectores libres se dan las referencias
ortonormadas de la figura, obteniéndose la base B a partir de la base B
mediante un giro de 45° alrededor de usz==u’s;, siendo. B={u,,u;;u,} vy

B'={u",,u’,,u’;}.

Se pide:

Uz—u’z

UL AN

a) Hallar la matriz de paso.entre las bases, comprobando que es ortogonal.

b) Obtener en las dos bases B y B’ la matriz de la transformacion lineal que

aplica Es en si'mismo, haciendo corresponder a cualquier vector su simétrico
respecto del plano x;=0.

c) Relacionar mediante la matriz de paso las expresiones de la matriz de la
transformacion T en ambas bases.

IV.13. Sean B={e1,e2,e3,e4} y B'=

{e',.e;.e;} las bases candnicas de R* y R

respectivamente y sea la aplicacion lineal f :R* - R® que verifica:

Ker(f) = Span{e,,3e, +e,}

f(e,) =€, +e

f(e,+te,+e;+e,)=e',—2e', — 2e';
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IvV.14.

IV.15.

a) Hallar la matriz de f en las bases candnicas.
b) Hallar el rango de f.

c) Hallar(obtener una base) el subespacio vectorial F de R* de ecuaciones
X=A+2u

paramétricas: y A uOR

Calcular una base de f(F).

En el conjunto de los vectores libres del espacio se define una transformacion
lineal T de modo siguiente:

T(v)=v Ov perteneciente al plano % =%, ~%; =0

0

El vector | 1 pertenece al nucleo.
1
Se pide:
a) Transformados de los vectores de*la base usual.
b) Ecuacién matricial'de‘la transfermacion y naturaleza de la misma.

c) Dimension,.base y ecuaciones de los subespacios nucleo e imagen.

En el espacio vectorial*E; sobre R relativo a la base B={e1,e2,e3} se define

una. transformacion lineal T.del siguiente modo:

1
T(e;)=|1
1

El transformado del subespacio de ecuaciéon x;-x2+x3=0 es el vector nulo.

Se pide:

a) Ecuacion matricial y naturaleza de la transformacion.
b) Dimensién, base y ecuaciones de Im T

) Transformado (ecuaciones cartesianas )del subespacio S de ecuacion
x1-x3=0, razonando la respuesta.
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d) Expresién de la transformacién lineal en la base B'={e'1,e'2,e'3} Si
e'1=e1+e2+e3
e, =e —e
e';=e,
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Tema IV. Soluciones Ej.
IV.1.
a) No.
b) Si.
IV.2. Ker F={ BOM,,./B antisimétrica}

Im F={ BOM/B simétrica}

-2\ (2 2
V3. b) B, ={| 1| |-2|} Be,=1 1
-1) (1 0
1
V4. B, =| 1 B, ={Sen’(x),Cos’(x)}
-1

f no es inyectiva, f no es sobreyectiva.

IV.5.
0 0 O]
1 0 0O
a) A=|po l 0
2
¥Jo 3
L 8
2 2 2 3
b) T(2x" +4x)= 2% +§x
el vector original de X —2X% + 2X g5 24X+ 3¢
IV.6.

a) ...

Pagina 144




Aplicaciones lineales

1
-3
3_
b) C((x+1)°)= 5
1
01 0 3 01 00
0 0 - 0 020
¢) en la base del apartado a: ; en la base usual:
0 0 O 0 0 3
0O 00 O 0O 00O
IV.7.
a) ...
0 00O
1 00O
b) A=
0110
0 001
0 0 0
B = 1 0 0 B L O\ 1
Im f 0 1 O; Kerfw™ 1 0
0 0 p
2% B
¢ B=
1-bad
IV.8.
a) Si
A 0 Q\¥» 0\ x
b) Y| | 2%0 "0 2| x,
v,| |0 0 0 o0fx,
Y, 0 0 -2 0)\x,
) Dim Ker T=2 10 01
C Im Ker | = =
“t o 1) {00

B -
, 0 -1) (1 O
d) DimIm T=2 Bnt=
a6
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e) Endomorfismo no inyectivo y no sobreyectivo.

1 00O
Ivo. A=0 1 0 O
-11 1 0

No es inyectiva

Es sobreyectiva

A W

f(x) =

w

IV.10.

Y1 10
a) |y, |=/0 1
Y.) [0 0

b) Im T=E3; una base de Im*T'sera cualquier base de E;, no hay ecuaciones
cartesianas o implicitas para.la Im T.

c) Ker T={0}; sus ecuaciones cartesianas son: x;=0; x,=0; x3=0.

IV.11.

N

2 1
a) A'={3/;B'=|3
2

X' 0. 0 1) x

Giro: | Y40 1 Oy :
Z' -1 0 O)\z
X" X' 1
Traslacion: | Y |[=| Y [*] 2
z" z' 3

b) El giro si es una aplicacién lineal, la traslacion no y por tanto la composicion
de ambos movimientos no puede ser una aplicacion lineal.
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Iv.12.

IvV.13.

IV.14.

a) P= 0; PP

o nv|G |G
N

-1
b) A, =

o - O
~ O O
1
O -~ O
o o B+

0
0

o

o AL=PTAP

01 -3 0
a) A=l0 0 0 1
01 -3 0

b) Rango f=rango (A)=2

1\ ("2

a) Tomando como base B* =

o P
— O
L )

100 1201

=0 1 0. A== = —
ABOOO'ABzzz
i-11

2 2 2

b) No es sobreyectiva y por lo tanto no es biyectiva.
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¢) DimIm f=2; Ecuaciones cartesianas: y1-y,-y;=0; B, ; =

NIFR NPk -

0
Dim Ker f=1, Ecuaciones: x;=0y x3-x,=0; B, =1| 1
1

IV.15.

Y1 1 -1 1j(x
a) | Y, |=|1 -1 1j| x, |, T no es ni inyectiva ni‘sobreyectiva:

Ys 1 -1 11(x

1
b) B, =1| 1|, Ecuaciones de Im Ty =Yy, Oy;=y,
1
2 K
) T(S)= Span<| 2 =11 =Im T
p =
Vo) A2 10X
d) | Y, {=[0 0 O} %
Ys 0 00 %
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